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1 Introduction

The so called elliptic curves are objects that appear in different branches of mathematics, possibly
the first one to ever propose an arithmetic problem, that later (thousands of years later) would
be identified with elliptic curves, was Diophantus when he proposed the following problem

Divide a number into two pieces such that their product is equivalent
to the cube of a number diminished by its root

Say for instance that the aforementioned number is 4, so with the convenient algebraic language
we have today (that Diophantus certainly didn’t have) and a proper choice of variables we can
put the statement into the algebraic form

yd—y)=2"-=

Years later, we find elliptic curves in different contexts such as algebraic geometry, number
theory and cryptography, where they are known to be curves of genus one having a specified
base point, being one the most known forms the so called Weierstrass form. Such curves have a
very particular property which is their inherent structure as an abelian group. Briefly, given an
elliptic curve E in Weierstrass form over a field K = K (it is usually required that charK # 2, 3),
we can produce an abelian group by following the “chord-and-tangent” rule. We look to study
the main arithmetic aspects concerning this underlying property for a special type of curve that
presents a different kind of symmetry, explicitly the zero-set of

flz,y) = a1 + asx®y + aszry® + agy® + asz + agy

defined over different fields. We are mainly interested in finite prime fields, and for completeness,
we also study such curves over algebraically closed fields.

Chapter 2 includes a general review of some concepts that support most of the work done
in this presentation. Chapter 3 introduces the main object of study with some it’s elementary
properties. Chapter 4 describes the group law, which is the most important aspect of the curve
we use in this presentation. Chapter 5 shows specific cases with different particular properties.
Chapter 6 shows some relations between well know curves and the model introduced in this work.

It is worth mentioning that this study started with a paper by De Feo ([2]) about isogeny based
cryptography. It was this document that got me interested in elliptic curves and their arithmetic
relevance. The main resources for this work can be found in the classic The Arithmetic of
FElliptic Curves ([13]) by J.H. Silverman as well as its brother Rational Points on Elliptic Curves
([14]), and An Introduction to Mathematical Cryptography by J. Hoffstein, J.C. Piper and J.H.
Silverman. ([8])



2 Background

We briefly introduce some previous results and notation that support most of the work in this
presentation, following the notation as in Fulton’s Algebraic Curves [6].

2.1 Bezout’s Theorem

In this subsection k is an algebraically closed field. Recall that two projective plane curves F' and
G defined by the solutions of homogeneous polynomials p and ¢ over k have a common component
if and only if there exists r non-constant such that (p,q) = r. From here on, curves are always
to be defined as set of solutions of polynomials (see p.2 [7]), or the zero set of a polynomial, thus
the following notation in the example

Example 1 On Clz,y| consider F = Z(2* — y*) and G = Z(x — y), then (F,G) = G.

Definition 2.1 Given two plane curves F' and G intersecting at P with no common component
passing through P, I(P, F N Q) is the intersection number of the curves at P (§3.3 [6]).

It satisfies several algebraic relations, such as

1. I(P,FNG)=I(P,GNF)
2. [P,FNG)=0iff P¢ FNG.

(
(
3. I(P,FNGH)=I(P,FNG)+I(P,FNH)
4. 1((0,0), X" NY) =

(

5. I(P,Y = X2NY — X)=1for P =(1,1)

and the following important property

Theorem 2.1 Given two plane curves F and G and P € A*(k), the intersection number is
uniquely determined by the identity

[(P,F N G) = dimy(Op(A*(k))/(F.G))

where O, indicates the local ring at P.

Bezout’s theorem tell us what happens when we intersect projective curves over an alge-
braically closed field ([6]). For more examples and a deeper discussion on Bezout’s theorem we
refer to ([11]), especially section 3.



Theorem 2.2 (Bezout) Let F' and G be projective plane curves of degree m and n respectively.
Assume F and G have no common component. Then

> I(P,FNG)=mn
P

Which justifies that whenever we intersect a cubic G (deg(G) = 3) and a line F' (deg(F') = 1)
with no common component, we obtain three points (not necessarily different). It is a slightly
non-trivial exercise to show that the set F'N G is finite, so by a projective change of coordinates
we can assume that no P lies at infinity (see p.54, problem 5.7 [6]).

2.2 About Intersection Cycles

We briefly collect ideas from § 5.5, 8.1 [6], that clarify the main tool used later in § 4 when we
prove that the group law produces an abelian group. A divisor on P? is a formal sum pep2 PP,
where all np € Z and all but a finite number of them are 0. The set of all divisors on P? form
an abelian group. The degree of a divisor ¢; = ) pp> npP is defined to be deg(ci) = > pepe np

Definition 2.2 (Intersection cycle) Let F' and G be projective plane curves of degree m and
n respectively, with no common components. The expression

FeG= )Y I(P,FNG)P

PelP?

15 called the intersection cycle of F' and G.

Several properties of intersection numbers translate nicely into properties of intersection cy-
cles, such as

1. FeG=GeF
2. FeGH=Fe(G+FeH

3. Fe(G+ AF) = F e GG if A is homogeneous of degree deg(G) — deg(F')

2.3 About degree three equation and cubic residues

The main subject of this work are curves of degree three over finite fields, so we expose here some
facts concerning cubic residues that will be helpful later on.

Definition 2.3 Let p be a prime and a € F, a is called cubic residue modulo p (or just cubic
residue) if the equation 2* = a (mod p) is solvable in F,,.



Proposition 2.1 Let p be a prime with p = 1 (mod 3) and a € F;, then a is cubic residue
modulo p if and only if a®~V/3 =1 (mod p).

Proof: (=) If a is cubic residue, there exists b € F; such that b* = a (mod p), so
a®P~D/3 — (1)3)(17—1)/3 =¥ 1=1 (modp)
where the last equality holds due to Fermat’s Little Theorem (FLT, see p.96 [5]).

(<=) Recall that F; is cyclic ! so there is an element g € [F7 such that every x € ) can be
expressed as ¢g¥ = z for some 1 < k < p — 1. Hence

1 = @/ — go-1)/3

and given that ord(g) = p—1, (p — 1) divides k(p — 1)/3, so k/3 € Z, i.e., there exists k' € Z
such that & = 3k’. Thus we finally have that

so a is cubic residue modulo p. B

Corollary 2.1 Let p be a prime with p =1 (mod 3), then the number of cubic residues modulo
D s ’%2.

Proof: As in the previous proof, given a primitive root g for F) and an element a € F) there
exists k = 3k’ such that a = ¢°*', so when considering the set A = {3,6,...,p — 1} we have that
g"* is cubic residue for every k € A. Since g is primitive root k # j = ¢* # ¢/ and |A| = 7%1, SO
there are 21 non-zero cubic residues, the solutions of the polynomial z*~1/3 —1 =0 (mod p).
Finally, we include 0 and find 1%2 cubic residues modulo p. W

Proposition 2.2 Let p be a prime with p = 2 (mod 3), then every a € Fy is cubic residue
modulo p.

Proof: If p = 2 then F3 = {1} and 1 is clearly a solution of 2* = 1 (mod 2). For p > 5, using
FLT we see that
a?'=1 (modp)=a"2=0a"! (modp) = (a???)® =01 (mod p)

— ((a® 7)™ =4 (mod p) = a is cubic residue modulo p. M

We now recall some well-known results about the cubic equation concerning its irreducibility.

!see p.65 th.62 [12]



Proposition 2.3 Let f(u) = u®+au®+ayu+az with a; € F, and p > 3, then f(u) is irreducible
in Fy[x] if an only if f(u)=0 has no solutions in IF,.

There are several methods to find solutions for a cubic, such as the rational roots criteria or
the well-known formula for the solution of the cubic. When dealing with a large prime p and large
coefficients in the cubic, we might require different techniques. Given f(r) = 23 + ax® + bx + c,
applying the usual substitution for the cubic z +— u = = — a/3 yields

flu) = v +oaou+p (2.1)
where a = (3b — @?)/3 and 8 = (2a® — 9ab + 27¢) /27, so as seen in §14.6 [5] we have

Definition 2.4 For f(u) as in (2.1), the value
A = —4a® — 2752

15 called the discriminant of f.

According to the previous propositions, we distinguish two cases: p = 1 (mod 3) and p = 2
(mod 3), so its discriminant is easier to compute.

Proposition 2.4 For f(u) as in (2.1) in F,[x] with p =2 (mod 3) and discriminant A,

—3A
(—) =1= f has a root in I,
p

Proof: Follows directly from the solutions of a cubic in F, (§14.7 [5]), which are

1 1 1
ur=5(A+B), w=g(dp+ Bp®), uz= 5(1402 + Bp)

with p a cubic root of unity in [F,, and

. \/ 2+ 3VIR \/ 973 — 3V=3A
B T 2

2

since, according to proposition (2.2), the cubic roots are always in IF,,, so we only require —3A
to be quadratic residue for u; to be in F,. W

(recall the discriminant is invariant under translation). The converse however fails to be true,
consider p = 41 and
f(u) =u®+30u* +3u+30 (mod p)

in this case 2, 20 and 30 are solutions of f, but —3A is not quadratic residue. Although the
original form of A in terms of a,b and c is somewhat bigger than in the reduced case, computa-
tionally, this shall no represent a big issue since the operations involved to compute A and then
raising to the (p — 1)/2 power (to check that it is quadratic residue) do not require a big effort.

Now for p =1 (mod 3), since we require the elements under the cubic root to be a quadratic
residues, it’s immediate from the previous proposition the following

8



Proposition 2.5 Let f as in (2.1) in Fylx] with p =1 (mod 3) and A its discriminant, then

(r-1)/3
_3A —278 + 3v/—3A
K ; ) _ 1} A [( 78 23 3 ) =1 (mod p)| = f has a solution in F,

Even though this previous results are good enough to check whether a cubic is reducible or
not, for completeness we restate a result from Dickson [3] with necessary and sufficient conditions
over a cubic equation for it to be irreducible over [F,,.

Theorem 2.3 Let p be a prime greater than 3 and f(x) = 2* + ax + b a polynomial over F,.
Then f is irreducible if and only if the following two conditions hold:

1. A is a quadratic residue in FX, say A = (3%p)%.

D’

2. a:=(=b+ puyv/—3)/2 is a cubic non-residue in F,(v/—3).

where A = —(4a® + 27b%).

2.4 A useful identity

In § 5.2 we will use the following result:

Proposition 2.6 Ifp,q,r,s € K such that rs # 0 and p/r = q/s then for any A\, Ay € K*,

P_q_phtak
. YW

S AL+ Sh
whenever defined.
Proof: Observe that
A
P_4 ., P_19_Ph_ 0%
r s r S TA S\
also
,
p_4 _ P_T
ros q s
_|_
N p+aqg_r + s
q s
. P_a_p+a
r s r-+s
SO
P_4_Ph_ e phtah
ros  TA Shy  TAL+ Sh
|



2.5 About the Group Law

We expose succinctly the group law for elliptic curves in Weierstrass from. Let F be a non-
singular elliptic curve over K = K (char(K) # 2) in Weierstrass form of equation

E: y*=2>+ar’ +br+c (2.2)

and the points A, B € E (not necessarily distinct). Consider L to be the line between A and B
(tangent line if A = B), and call C' the third point of intersection of £ N L. Consider C’ to be
the reflection of C' with respect to the z-axis and write A@ B = C’. As a result (E,®) is an
abelian group with identity been the point at infinity O = [0:1: 0] (p.52 [13]).

A

Figure 1: Real representation of the group law

2.6 About Projective Points

Recall that points in P2(k), or just P> when clear from context, have the usual representation
[ : y : 2], which is unique up to non-trivial scalar transformation, i.e. in P?

[z:y:z]=[Ax:Ay:Az] VAek”

We briefly describe a procedure to identify points in A? with points in P2. Say we have the
point (x1,7;1) € A2, to find a projective equivalent, an immediate choice would be [z : y; : 1],

10



but we can do better by considering the relations

X, Yi
rT1 = — = —
! Z, 4 71
S0 X, Y
: :1:[—1:—1:1]:X:Y:Z
[z1 91 1] 7, 7, [(Xi:Y 1]

Moreover, the same process can be applied for more complex relations, such as (z1 + g, a — x1x¢)
so in this case we obtain

D.CHD. ¢ X1 X
[l’l +m0,a — T1Xg - 1] = [71 + 707(1 — 7170 . 1] = [X1Z0 —f-XQZl . (lZQZl — X1X0 . Z()Zl]
1 0 1 40

for a constant. We shall apply this procedure further in § 5.2.1.

11



3 0Odd Cubics, a first insight

For elliptic curves in Weierstrass form there is an algorithm that naturally produces an abelian
group, the so called chord-tangent method, which led me to think: “On elliptic curves, when we
take two points, find a third one and reflect it with respect to the z-axis, we obtain, an abelian
group. What if we reflect such point with respect to the origin instead?”. In algebraic terms we
want to make sense of taking a point P = (x,y) on a curve E and ensuring that P’ = (—x, —y)
is also on E. For elliptic curves in Weierstrass form we mostly do not have this kind of property,
but we still want such curve to have degree 3 so for any straight line L, E'N L consists of exactly
three points. Explicitly, let K be a field and aq, ..., a0 € K, if

flz,y) = a1z + asxy + asxy® + agy® + asx? + agry + azy® + agx + agy + ao = 0

is the affine equation of odd degree for the kind of curve we are looking for, then we require f to
satisfy f(—z,—y) =0, i.e.

f(—z,—y) = —a17® — ag®y — azry® — agy® + asx® + agry + a7y’ — agr — agy + ap =0

so after adding the relations we find asz?® + agzy + ary? + ajo = 0 for every (x,y) on the curve
and f(—z,—y) = —f(z,y), which means that f has to be an odd function, thus the name “odd
cubics”, with terms of degree 3 and 1. We state this idea in a more precise definition. Let K = K
with char(K) > 3

Definition 3.1 (Odd Cubic) Let E be a curve defined over a field K (=E/K) by the set of
solutions of f € Klz,y] such that

flz,y) = a12> + asxy + asry® + asy® + asr + agy (3.1)

We say that E is an odd cubic

Since we want to start with a general case, we take as usual the x variable as reference,
requiring for instance a; # 0. Think of it as when trying to solve a quadratic polynomial
axr® +br +c=0in C, we set a # 0, so it does not turn into a polynomial of degree 1 with no
interesting properties about quadratic equations. Thus, unless otherwise stated in this subsection
we consider odd cubics as in (3.1) with a; = 1 and say that such curves are in “general form”.

Definition 3.2 (General Form of an Odd Cubic) Let E/K be a curve defined by the set of
solutions of f € Klz,y] such that

f(z,y) = 2° + az’y + bry* + cy® +da + ey (3.2)
We say that E is an odd cubic in general form.
Remark 3.1 The expression “odd cubic” is not a standard name for any type of odd degree

polynomials in two variables, but it refers to the form and degree of the defining equation (possibly
with a linear part).

12



We take a first look at a few examples of odd cubics over R.

P rrtyrry Pty =0 2° +ay? — o>

\

—x4+y=0 3

~

%

T

)
/

3

2 — a2y — =0 P —xy—z=0

)

—2?y+ry’ —y —r+y =0

/.

/

\_J

~

2%y —y=0 4’y —y=0

2 —ayr =2 —x =0

13

? +62°y+2—y=0



A few questions arise just from looking at real representations of odd cubics, such as

1. What is the genus of this curves? Under what conditions do these curves have genus 17
2. Are there curves non-singular?

3. Are they all unbounded?

4. What are the possible asymptotic behaviours?

5. When is a cubic connected?, irreducible?

The first aspect we want to settle is the irreducibility of F, due to the possibility of F to
be factored and lead to problems with the operation we want to produce. After looking at the
previous examples, we see that some curves can be decomposed (third example in first row and
second example in second row), and of course their equations are reducible, explicitly

-2yttt —rty=(r—y)(a®+y*—1)

in the first case, and
3

2} —ayt - =a(2® -y 1)
in the second case.

More generally, we know that a reducible polynomial of degree 3 has at least one factor of
degree 1 (a line).

This we want to avoid since when working with two points in this line we could not define
uniquely a third point of intersection. Nevertheless, there is a nice criteria to check whether an
odd cubic is irreducible or not. We first consider a special polynomial

Definition 3.3 (Discriminant of Reducibility) Given E/K an odd cubic defined by f in gen-
eral form (def 3.2), we call the polynomial

Dg(t) =t*—at* + bt — ¢

the discriminant of reducibility of F.

with this in mind we have the following result

Proposition 3.1 (Irreducibility Criteria) Let E/K be an odd cubic in general form not di-
visible by x with K = K, then

1. If de # 0, then E is irreducible if and only if Dg(e/d) # 0.
2. If only one of d or e is zero, then E 1is irreducible.

3. Ifd=e =0, then E is reducible over K.

14



Proof: Keeping f as above, y 1 f since f is monic in 2. Second, z|f if and only if ¢ = e = 0,
so for F to have a chance of being irreducible we require ¢ # 0 or e # 0, which is the same as
saying that E is not divisible by z. Third, say x + ty|f for ¢ # 0, then by the division algorithm,
we find that the reminder of f divided by x + ty is 7(y) = y((e — td) — Dg(t)y?), so if d # 0

r+tylf <= ry)y=0 Vye K"
< Jte K: (Dg(t)=0)A(td—e=0)
< Dg(e/d)=0

which means that when de # 0 and t # 0 as before,
E is irreducible over K <= Dg(e/d) # 0

More generally when FE is reducible, since td = e, we have that d = 0 if and only if e = 0, so d
and e are both zero or both non-zero, or

E reducible = [d=0Ae=0]V[d#0Ae#0]
whose contrapositive is
[d=0ANe#0]V[d#0ANe=0] = F irreducible

Now, what if d = e = 0?7 Since K = K, f can be factored as f(z,y) = (x—a1y)(z —azy)(z — azy)
for some ay, ap, a3 € K. This way the case d = e = 0 turns out to be uninteresting. H

From now on we consider odd cubics as irreducible curves as well.
Now we find the points at infinity. To do so we look at the projective version of f, i.e.
X3+ aX?Y +bXY?+ Y +dXZ*+eYZ? =0 (3.3)
after making Z = 0 we look for the solution of X3 + aX?Y + bXY? + cY? = 0, explicitly
X3+ aX?Y +bXY? +cY? = (X —aY)(X — BY)(X —~Y) for some o, 8,7 € K
so the points at infinity are [a : 1: 0], [:1:0] and [y :1:0].

Observe that [1: 0 : 0] is never a solution of (3.3), this will come in handy later in section 4
when we perform addition of points.?

Remark 3.2 If the coefficients of both x3 and y* in definition (3.1) had been zero, we would
have aX?Y +bXY? = XY (aX + bY) = 0, whose points at infinity are immediate, namely

0:1:0 [1:0:0] [b:—a:0]

This leads to the Huff’s model for elliptic curves, therefore odd cubics as defined in (3.1) enclose
this model and lead eventually to new ones. Also, this time we have that [1: 0 : 0] is one of the
points at infinity, which is not in conflict with the previous analysis since curves in Huff’s model
exclude X3 from the defining equation.

2Heuristically speaking, as we shall see in section 4, the operation consists on considering the line between two
points, and reflecting the third point of intersection with respect to the origin.

15



Interestingly enough, over a finite prime field F,, the relation 23 + az?y + bry? + cy® = 0 may
not have non-trivial solutions, that is to say for some cubics none of the points at infinity are
[F,-rational.

Example 2 An exhaustive search shows the relation 23+ 22y +xy? —2y® = 0 has no non-trivial
solutions in K = Fyy.

3.1 Simplifying the Odd Cubic

Since an odd cubic in general form has five coefficients and given that curves in Weierstrass form
have two or three coefficient, our first goal will be, if possible, to reduce the cubic down to three
or two parameters.

We look to reduce coefficients as much as possible without loss of generality, so let’s assume
for instance that the cubic in the usual form has non-zero coefficients.

Let E/K be an odd cubic defined by f in general form. Broadly speaking, the linear map
o(z,y) = (sz + ty, uxr + vy) s, tyu,v € Kysv—tu#0

produces another odd cubic when composed with f, nevertheless there are some interesting cases
of such map we want to point out. The first interesting transformation for an odd cubic we
consider comes from preserving their structure as much as possible, in geometric terms rotations
and homotheties, namely maps of the form ¢(x,y) = (sx + ty, —tx + sy) for some s,t € K such
that s + t? # 0, (a rotation if s> +t* = 1 and a homothety if ¢ = 0). Hence, applying ¢ to the
cubic yields

f(d(z,y)) = ai(s, t)x® + az(s, t)r*y + as(s, t)vy* + as(s, t)y® + as(s, t)x + ag(s, t)y (3.4)

where
a(s,t) = s° — ats® + bt’s — ct*
as(s,t) = as® + (3 — 2b)ts* + (3¢ — 2a)t*s + bt?
as(s,t) = bs® — (3¢ — 2a)ts® + (3 — 2b)t*s — at® (3.5)
as(s,t) = cs® + bts® + at’s + t* '
as(s,t) =ds — et
ag(s,t) = es+dt

so the question is under what conditions there exist s,t € K such that some a;(s,t) cancels.
Also, it is easily checked that if ¢ = 0 or s = 0, the substitution yields to one of the maps:
o1(z,y) = (sz,sy) or ¢o(z,y) = (ty, —tx), none of which reduces any coefficient in the resulting
equation, thus without loss of generality, we can assume that s and ¢ are both non-zero.

There are two basic cases when dealing with odd cubics: 1) a; = a4 = 0, which gives a curve
in Huff model, and 2) when at least one of a; or a4 is non-zero. Although the earlier is treated
in [9], it is important to note these models are only possible if the group over F, contains a

16



subgroup isomorphic to Z /47 x Z/2Z, which means this model is only possible for a subset of all
curves, and therefore is less general. Our interest is therefore for the second case, which is more
general (and in fact always possible to obtain). For completeness, we state a theorem (§3.1, [9])
where we see that we have a wider requirement for /K in order to be birationally equivalent
to a curve in Huft’s form.

Theorem 3.1 Let E/K be an elliptic curve with K a perfect field of characteristic # 2 that
contains a subgroup G isomorphic Z/AZ x 7,27, then E is birationally equivalent over K to a
curve in Huff’s form.

Without loss of generality, we will assume that a; # 0 (otherwise the transformation with
s =0, t =1 “interchanges” = and y and gives a; # 0). Furthermore, we will normalize the
equation, dividing it by a; so the coefficient of 23 is 1. All further simplifications will start from
these conditions.

Since ay is the coefficient of y3 of f(é(x,y)), we could try to find a pair (s,t) € K such that
as(s,t) = 0, which is always possible® so after normalizing we have an equation of the form

folz,y) = 23 4 b1y + baxy® + byx + by (3.6)

We have the following result concerning simpler versions of odd cubics that later will have
each one their specific features.

Lemma 3.1 Let E/K be an odd cubic in general form defined by f with de # 0, then we can
transform f into
filz,y) = 2° + ax’y + bay® + ey’ —y

and
folz,y) = 234 ax’y +bryt +x—vy

Proof: For the first case (when a4 # 0) we can choose s,t € K such that as(s,t) = ds — et in the
system (3.5) is equal to 0, leading to
flz,y) = 2° + d2?y + Vay® + dy° + ey

where a',V/, ¢, €’ are the resulting constants in K. Consider now the transformation y — —y/¢’,
obtaining
filz,y) = 2° + a"a?y + V'ay® + "y’ —y

For the second case (ay = 0), we first transform f into fy as given in (3.6). Next consider the
transformation y — —(b3/bs)y, where we obtain

fla,y) =2’ + d'zy + Vay® + bz — by

30bserve that when divided by s®, a4 is essentially a degree 3 polynomial in the variable (t/s) over an
algebraically closed field.

17



Now, for A € K such that A\? = b3, the map (z,y) — (\z, \y) yields
N (2 + a2y + Vay?) + bsA(x —y) =0
— P 4dd?y+Vef+r—y=0 A

As a result we consider two additional forms of cubics

Definition 3.4 An odd cubic E/K represented by

f(z,y) = 2° + az’y + by +y* —y
is said to be in first form, and if

flz,y) =2° +az’y + bry* + 2 —y

than E s said to be in second form.

The first one having the advantage of a nice condition about its singularity and being imme-
diately irreducible, whereas the second one entails a faster computation of the group law.

3.2 Singularities

Last but not least, we determine the singularities of an odd cubic. Since any odd cubic with non
trivial linear part can be reduced to an equation in first form, we consider first a cubic with this
expression to begin with. We look at the partial derivatives of its projective version

OF

— = 3X%2+4+2aXY +0bY?
X 3 + 2a +

OF

—— = aX?4+20XY +3Y?-27?
oY% aX*+2b + 3

OF

— = 9YZ

07

and check what happens when (if possible) all of them are zero. Hence the following result

Proposition 3.2 Let E be and odd cubic in first form, then E is non-singular if and only if
4(a® 4+ b%) — a®b* — 18ab + 27 # 0.

Proof: Observe first that Y = 0 = X = Z = 0 which is not possible, so we make ¥ = 1 and
Z =0, that gives the relations

3X?2+2aX +b=0=aX?>+20X +3
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which holds if and only if one of (—a 4 v/a2 — 3b)/3 is equal to one of (—b + v/b*> — 3a)/a. Let
us explore this briefly
et V@3 bt VP —3a
3 a
—a® £ ava? —3b=—-3b+3VH? - 3a
3b—a® = Fava? — 3b + 3V — 3a
(3b — a*)* = a®(a® — 3b) + 3%(b? — 3a) £ 6a+/(a® — 3b)(b? — 3a)
3%a — a*b = £2a+/ (a2 — 3b)(b% — 3a)
(32 — ab)? = 4(ab* + 3%ab — 3a® — 3b°)
81 + a’b® — 18ab = 4ab* + 36ab — 12a° — 12b°
4(a® + %) — a®® —16ab+27=0 W

11t

From this relation we find a couple of ways of producing non-singular curves, such as con-
sidering ab = 1, which simplifies the requirement to a® + b* # —5/2, which is certainly easier to
compute.

For odd cubics in second form, applying the same ideas we have:

F

g—X = 3X?+2aXY +bY? 4 77 (3.7)
F

g—y = aX’+2bXY — Z? (3.8)

‘;—Z _ AX—V)Z (3.9)

this time we have

Proposition 3.3 Let E be and odd cubic in second form, then E is non-singular if and only if
(1+a+0b)(a® —4b*) #0 .

Proof: Suppose Z # 0, then from (3.9) X =Y, so we have the system
X*B3+2a+b)+2°=0 A X*a+2b)—-2°=0

so if either X = 0,34+ 2a+b=0or a+ 2b =0, then Z = 0, a contradiction. Adding them up
we obtain 3X?(1 + a + b) = 0, which is true if and only if 1+ a + b = 0. In which case we have
the singular points [1: 1 : £+v/a + 20

Say now Z = 0, then we have the system
3X?+2aXY +bY?=0 A aX*+2bXY =0
which holds if and only if one of (—a £+ v/a? — 3b)/3 is equal to —2b/a, when developed

—a++vVa?2—-3b —2b
3 - a
— —a’+avaz—3b=—6b
< a*(a® — 3b) = (a* — 6b)*
— —3a’b = —12a%b + 36*
= -4’ =0
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This way we require both 1+ a + b, and a?h — 4b* to be different from 0 in order to have a
non-singular cubic. W

As we see, this conditions is somewhat easier to manipulate than the first one in order to
produce non-singular cubics.
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4 Group Law

We describe first a general method for the group operation we want to consider with E in
general form. As well as in the case for elliptic curves, we want to mimic the action of taking
two points and obtaining a third one. At first we follow the convention that if P = (z,y), then
P = (—z,—y).

Definition 4.1 (Group Law) Let E/K an odd cubic. Given P and @ two points on the cubic
E, consider the line L between them. L passes through P, Q) and a third point R. Reflect this
point with respect to the origin to obtain R and write R’ = P & Q).

IRF =P&Q

Figure 2: Representation of the group law in A?(R)

We use @ first since this process could be seen as addition of points, and as it turns out,
(E,®) is actually an abelian group with (0,0) being the identity element (or just 0).
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Proposition 4.1 Let E/K be a non-singular odd cubic. (E,®) is an abelian group. Namely

1. (E,®) is closed.

2. A B=B& A for every A,B € F.

3. A® 0= A for every Ac FE.

4. A (A) =0 forall A€ E.

5. (A®@B)@C=Ad (B®C) for every A,B,C € E.

Proof:

1. Follows from Bezout’s theorem, since an odd cubic has degree 3 and a line has degree 1.

2. Clear from definition (4.1), since the line between two points does not depend on the order
the points are taken.

3. Suppose A = [a : f : 7] not all zero, then the line between A and 0 is X —aY =0
(projectively) and observe that A" = [—« : —( : 7] also satisfies this relation, so the line
between A and 0, intersects F again at A’, whose reflection is A.

4. A similar argument as before shows that the line between A and A’, intersects E again at
0, whose reflection is itself.

5. We sketch the proof of this part as a consequence of the Max Noether’s fundamental
theorem (§ 5.6 of [6]).

As shown in the diagram bellow, consider A, B, C' and the auxiliaries D, D'F, F’ such that
A@B=F ,CoF =G|, B&C =D and Ad D = G, from which we obtain
(A B)® C =G| and Ae@ (B® C) = G, so we only need to show G; = Gs. Using
intersection cycles consider the lines L, Lo, L3 and My, My, M3 such that

LieE=A+B+F, MeE=F+0O+F LyeE=F+G +C

MyeE=B+C+D, L3eE=D+0+D" M;eE=D +Gy+ A

Now consider the cubics C; = LiLsLs and Cy = M;MyMs, and let L be a line through G4
that does not pass through G5 so L e E = Gy + P + @ (for some other P and @), then

LCyell = LeE+(CyheFE
= Gi+P+Q)+(A+B+C+D+D'+F+F +Gy+O)
= (G2+P+Q)+(A+B+C+D+D +F+F +G+0)
= (Go+P+Q)+CieE

so there exists a line Ly such that Ly e F = Gy 4+ P + (), which means the points Gy, P, Q)
belong to E and are collinear, and observe that the same is true for the points Gy, P, Q,
therefore since both lines contain P and (), we have L = Ly and G; = G,. B
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\

Figure 3: Associativity of composition

Now it is straightforward that for a point A on the cubic A’ acts as its inverse, so from now on
we write — A instead and because of the proposition we use the + sign for the operation instead.

Remark 4.1 Observe that if P=[a:1:0], then [a:1:0]=[-a:—-1:00=—-P so P=—P,

i.e. the points at infinity are of 2-torsion.

4.1 Addition formulae

We give now explicit formulae for the addition of points in a very general fashion before digging
into particular cases.

1. On E, consider the points P = (xg, ) and Q = (x1,y;1) for the moment assumed to be
affine, so the line L between them is

L @ y=Xx+up (4.1)

where X is the slope of the line and y = y; — Ar; and suppose for instance zy # x1, so
evaluating in the points we have the system

x5 + axdyo + broys + cyg +drg +eyy = 0
23 + arty; + briyi + eyl +dxy +eyr = 0
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subtracting and factoring

0 = 2f—af+alatys — 28y0) + b(z1yf — 2oyg) + c(yi — y3) + d(z1 — 20) +e(y1 — Yo)
= (21 —20) (23 + 2130 + 23 + a(z1 + 20)Y1 + bYF + d)
+(y1 — wo)(e(y7 + yrvo + u3) + axg + bro(y1 + o) + €)
Yi—% 2} + 120 + 2§ + alwy + 20)y1 + byi +d
T —xo azd + bxo(y1 + yo) + c(¥? + vayo + y3) +e

which gives the usual form of the slope. For P = @), we use implicit differentiation to
obtain the slope

2+ az?y +bry® + ey’ +dr+ey =0
= 2/(32% + 2axy; + by* + d) + ' (ax® + 2bxy + 3cy® +¢) =0
Y’ 322 + 2axy + by* +d

' ax®+ 2bzy + 3cy? + e

thus we have

(y1 — yo)/ (21 — 20) it P#Q

A=< 3ri+2amy +byi +d tP—0 (4.2)
az? + 2bxyy; + 3cy? + e N
Replacing (4.1) in the cubic in general form gives us
a(N)z? + B(N)a? +y(N)x +6(N\) =0 (4.3)
where
alN) = e+ +ar+1
B = (y1 — Az1)(a+ 20X + 3cA?) = pa’(N)

(A)
(A)
YA) = (eA+d+blyr — Az1)® 4 3c(yr — Ax1)?A) = ed +d + pa" (V) /2
5(N) = clyr = A1)’ +elyr — Any) = cp’ +ep

and we consider o’ and «” as formal derivatives with a(\) # 0. Let —R = (x3,y2) be the

third point of intersection between (4.1) and the cubic, so x5 is the third solution of (4.3).
The following relations hold*

o+ T+ 22 = —%, Ty + 1Ty + Toko = %, TT1To = —% (4.4)
and from the first one we obtain xy = —'us(/i))\) — xy — 1, so using (4.1) again we find
P -+ Q =R= (—IQ, —yg) = (MS(E\))\) + i + Xy, A (MS(E\))\) + (.%'1 + .Io)> — ,u)
R = (M§(§;\> + 20 + 21, pla ()\c)v?)\_) o) + A1 + xo)) (4.5)

Af (x —a)(z — b)(z — ¢) = 23 + d12? + dox + d3, then d; = —(a + b+ ¢), da = ab + bc + ac and d3 = —abc
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2. With the same conditions as before except with a(\) = 0, we have
BA)z* + Nz +35(A) =0

which has two solutions, so the third point of intersection occurs at infinity, say R, =
[A™1:1:0]°. Indeed, P and Q satisfy the cubic and for R, we look at its projective form
and evaluate

X34 aX?Y +bXY?+ Y +dX 22+ eY ZPp, = AP +a(AD24Hb(A) 4c
= (A (1T +ar+ b2\ +c)?)

N J/

a(n)
— 0

Therefore P+ @Q = Ry, = [A\"':1:0] where A\ depends on whether P = @ or not (see
(4.2)).

Remark 4.2 We have indirectly shown that whenever we have a point at infinity, say

P=[\"1:1:0], then a(\) = 0.

3. Suppose now that z(P) = z(Q) = x¢ (i.e. P and @ have the same z—coordinate) and the
line L between P and () has unbounded slope. In this case

L : =
so when replaced in the equation of the cubic yields
T3 + axdy + bxoy® + cy® + dxg + ey =0
where, once we look at the coefficients

bilf(] bl’o
y0+y1+y2:_7 — yzZ—T—yo—%

bx
— P+Q=(—xo,7"+yo+y1)

Provided that ¢ # 0. If ¢ = 0, we look at the projective form of the cubic, i.e.
X+ aX?Y +bXY? +dXZ° +eYZ? =0
whose solutions are [zg :yo: 1], [zo:y1: 1] and [0:1:0],s0 P+Q =1[0:1:0].

4. Suppose now we add P = (xg,10) # 0 with a point at infinity, say Qs = [A\;' : 1 : 0].
We consider P in projective form as P = [z : yo : 1]. According to part 2 we have that
a(A) = 0, so again B(\1)z* + y(A\)z + 6(A1) = 0 and if —R = (x9,ys) is the remaining
point of intersection we have

1)
B(A)’

®As mentioned in section 3, [0 : 1 : 0] is never a solution of the projective form of the cubic, so A is actually
nON-Zero.
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provided (A1) # 0. This way, with = yo — Az, P + Qo = R where

7(A1) ( 7(&)) )

R = |zo+ 5+ —
( ST M\ T B )
r o~ (s +e)\1+d+,u2(b+3c)\1) . ed +d+ (b +3ch)
B 0 la+26h +3cA2) AT p(a+ 20M\1 + 3cA\?) a

12 (b + 3ch;) +d + e\ M (d+eXr) — 12 (DX + a)

R = Zo -+ 5 5
p(a 4 2bA; + 3c¢A7) p(a + 2bA; 4 3cA7)

) )\le +

5. Now we add two points at infinity, say Ps = [A\y' : 1: 0] and Qo = [\{' : 1:0]. In this
case both points satisfy X® +aX?Y +bX Y2+ cY? =050 if R, = [\;' : 1:0] is the third
point at infinity then

X34 aX?Y +bXY? +cY? = (X — AY)(X — M Y)(X — \Y)
therefore we have that Py + Qoo = Ro which means that the points at infinity, altogether

with the origin form the Klein group V.

Remark 4.3 Observe that since each of the five cases just listed takes elements in K and produces
rational combinations, then (E,+) is actually closed in any subfield k C K,

4.1.1 Extra Formulae

As seen at the beginning of the previous part, making Az := x; —xg and Ay := y; — yo we obtain

Ay af+aor +af +ayi(zo + 1) +byi +d
Az azg + bxo(yo + y1) + (Y7 + yoyr + y5) +e

A:

Using the other relations in (4.4) we find different forms for z

To+ X1+ T2 ToT1T2

B(N)zoxr1my — §(N)ae = 0(N) (20 + 71)

BN 6N
(5()\) (.171 + iUo)
> Ly =
2 B(N)x120 — 5(N)
— = ,<C“ T )@t 20) (4.7)
o' (N)xyzg — (cu® + €)
which comes in handy when FE is in second form, in such case c=0,d = —e =1 so
—(.Z‘l + l’o) s} + i )\(xl + l’o)

= P = — 4.8
2T o/ (N)x120 — P+a (26X + @)1z + 17 (20X + a)z1m0 + 1 s (48)

One of the benefits of this form is that it lowers the exponents of the \’s so it’s easier to
compute. But there is a small setback, the formula assumes that ro = —x; implies P = —(Q)
which is no necessarily true.
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Another interesting case is b = ¢ = 0, where the y coordinate can immediately be isolated from
the equation defining the curve, turning the addition (4.7) into

R (e(ml +x0) —T5 — dx2>

e—ariry ari+e

This case we shall develop further in section 5.

Remark 4.4 Let K = F, with ¢ = p*. When f is in general form, finding a non trivial solution
to X3 +aX?Y +bXY2+cY? = 0 when we calculate the points at infinity, is equivalent to finding
a solution of a(\) = cA3 + bA? + a\ + 1, so if there are no K—rational points at infinity, then
the addition form (4.5) is well defined in K. Hence, since 0 € (E,+) and for any P € E,
P e (E,+) if and only if —P € (E,+), we find that |(E,+)| is odd, and the addition formulae
is reduced simply to that of (4.5).

Curves without any K -rational points at infinity can be identified using the results in section
2.5.

60bserve that this last statement is also true in any extension K’ of K provided the points at infinity are not
K'—rational.
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5 Particular Cases

In this section we explore particular cases of odd cubics with conditions on the coefficients, some
of which have already been studied in other contexts.

5.1 Huff’s Model for Elliptic Curves

Take now as starting point the most general odd cubic
f(z,y) = a12® + axx®y + aswvy® + agy® + asz + agy
with a; € K (usually Q or a finite field). Making a1 = a4 = 0, ay + ag = a3 + a5 = 0 yields
f(z,y) = apr*y — aswy® + asz — agy

whose zero set is the Huff’s model for an elliptic curve when asas(a3 — a?) # 0. We usually find
this model in the form
ax(y? — 1) = by(z* — 1) a,be K (5.1)

with ab(a® — b?) # 0 and K a field of odd characteristic.

As exposed by Joye, Tibouchi and Vergnaud in [9] and by Wu and Feng in [18], Huff’s model
has several interesting properties. We summarise some of them below, where the field considered
is usually Q or a finite field of odd characteristic, which has its justification in the next problem.

Problem 5.1 (A Diophantine Problem) Let a,b € Q with a # b, find x € Q such that, in
R? the distance from (x,0) to the points (0,+a) and (0,=+b) are rational.

Proposition 5.1 (1.1, [9]) In the preceding problem, let u and v be solutions of the system
P ta*=u® 2P +b =07

then the set of homogeneous equations x° + a?z*> = u?, x? + b?2? = v? define a curve of genus 1
in P? birationally equivalent to the curve

ax(y? — 1) = by(z* — 1) (5.2)

for some a,b € Q. This last curve defines an elliptic curve as long as ab(a®* — b*) # 0, and the
characteristic of the field is odd.

Proposition 5.2 (2.1, [9]) Let H be a curve in Huff’s model, using (0,0) as the neutral element,
the map

®:HxH — H
( (o +x1)(T+yoy1)  (yo + y1)(1 + z071) )
(1 4+ 2ow1)(1 = yoy1) " (1 — moz1)(1 + yoyr)

induces an abelian group whenever xox, # £1 and yoy1 # 1.

(:L‘U)yo) S5 (Jfl,yl) =
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This map, altogether with specific algebraic relations (that do not quite hold for a more general
case), is derived from the same group law we have already described and advantageously, this
group law does not depend on parameters of the curve. Moreover, the formulae are unified, i.e.
it can be used to double a point. Also the last requirement represents no complications since the
operation happens to be complete for points of odd order, which means that the operation is closed
for such points, whereas the points of even order are the points at infinity [1 : 0 : 0],[0 : 1 : 0]
and [a:b:0].

5.2 A Simple Model

The next model comes from both looking for relevant properties on specific odd cubics and an
efficient computation of the group law when K = IF,,, where some level of independence is reached
(see the addition formula (4.8)). This time we consider the cubic as follows

E: f(z,y) =2° —2*y +ax — by, abla—b)#0,-b¢ K*

Observe first that the gradient of its projective version F(X,Y,Z) = X3 — X%V + (aX — bY) Z?
is

VF = (3X% —2XY +aZ% — X2 — b7%,2(aX — bY)2)

which is null over K if and only if [x : y : 2] = [0: 1 : 0]. There are of course more solutions over
K, but again we are first interested to see what happens over K. Notice that since —b ¢ K2,
then we can express the relation defining F in the form y = (2 + ax)/(2* + b) so we actually
have a function in the x variable from K to itself. As a consequence, two different points on F
have always different z-coordinate (which is good for the group law). Also, for the slope at any
given point P = (x,y) we have the relation

32 —2xy+a

A
2+b

therefore, since —b ¢ K2, 2 + b # 0 and the slope is always well defined.

Let us take a first look at a real example of a curve in this model

/

/

Figure 4: 23 — 2%y —x —y/10 =0

29



Regarding the composition of points and as seen in § 4.1.1, if P = (xq,y0), @ = (z1,y1) and
R = (x9,ys) such that P+ Q = R, then

R (b(:co + 33'1)’ x%;— am2> (5.3)
b— ToXq €Ty +b
so developing for s
b 2
Ty +ary b(xg 4+ x1) \ b— o2y
x5+ b b — w021 (b(xo+x1))2+b
b— xoxy
b(&?o + 33'1) (b2(370 + l'1>2 + a(b — onl)g)
b— ToXq (62($0 + .1'1)2 + b(b — x0$1)2)
(ro + 1) (0* (20 + 11)* + a(b — zo11)?)
b— Lol (b(l’o + I1)2 + (b - JIQZL’I)2)
therefore
b(zo+ x1) (zo+ 21) (B*(20 + 21)% + a(b — wo21)?)
R = , (5.4)
b— Lol b— o1 (b(l’o + $1)2 + (b — $0$1)2>

5.2.1 Projective Form and Cost

From the last expression we can easily produce its projective form (as seen in § 2.7)

Xy = b(XoZy + X120) (0(XoZ1 + X120)* + (02021 — X0 X1)?)
Yy = (XoZy + X120) (¥ (X0 Zy + X1Z0)* + a(bZoZy — X X1)?) (5.5)
Zy = (0207, — XoX1)(0(XoZ1 + X170)* + (bZ20 7, — X0 X1)?)

This formula is however not well defined for the points at infinity P, = (1,1,0) and Q. = (0,1,0)
(this last one with multiplicity 2). Nevertheless, as seen in section 4, we can still make sense of
operating with P, and (. Explicitly for the general case when zoyy # 0, (zo: Yo : 1) + Qoo =
(—zo: —yo:1),and (g :yo: 1)+ P = (—=b: —b+ xoyo — T3 : x0).

Let m and s be the cost of multiplication and squaring in I, respectively, then the costs for
producing the forms in (5.5) is 11m+3s. Explicitly in more detail the earlier can be evaluated as

my = XoZ1, mo=X1Zy, mg= 2021, my=XoX1, ms=>bmg, mg=>b(my+ms)

s1=(my+my)?,  sy=(ms—my)? s3=ms, my=(bs;+5y), Mmg=ass
mg = m6<b81 -+ 82), mig = (m1 + TTLQ)(S;:, + TTLg), mi = (m5 — m4)(b81 + 82)
SO X2 = My, Yé = Mio and Z2 = mMi1.
This way we see a similar cost of calculation compared to that of curves in Huff’s model, which

is 12m (§2.2, [9]).
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6 Maps

In this section we explore maps between odd cubics and maps from odd cubics to curves in
Weierstrass form and vice versa. We briefly recall some definitions from [13] and [10] stated for

elliptic curves over P?(k).

Definition 6.1 (Rational Map) Given Fy and Es elliptic curves over k. We say that a map
¢ : By — Ey of the form

¢ = [¢0, ¢17¢2]
where ¢; € k(EL), is a rational map if for every P € By such that the ¢; are all defined,

¢(P) = [¢O(P)7¢1(P)7¢2(P)] € EQ
of course when we say defined we mean not all zero.

Definition 6.2 (Birational Map) Given E; and Ey elliptic curves over k. If there are rational
maps f: By — Ey and g : By — Ey such that they are inverse of each other (except possibly at a
finite set of points over k), then we say that Ey and Eq are birational or birationally equivalent.

Definition 6.3 (Regular Map) Given E; and E elliptic curves over k. We say that a rational
map ¢ : E1 — FEs of the form

¢ = [do, 1, Po]
where ¢; € k(E,), is reqular at P € By if there is a function g € k(E,) such that

(i) Each g o ¢; is well defined at P.
(ii) There is some i for which (g o ¢;)(P) # 0

if such a g exists, then we set (P) = [(g 0 ¢o) (P), (9.0 61)(P), (9.0 62) (P)]
Definition 6.4 (Morphism) A rational map which is everywhere reqular, is called morphism.

Definition 6.5 (Isomorphism) We say that two elliptic curves Ey and Ey are isomorphic if
there are morphisms ¢ : By — Ey and ¢ : Ey — Ey such that ¢ o) = Ig, and p o ¢ = Ig,, i.e.
the identity map on their respective curves. In such case we write Ey = Fs.

A couple of maps show up immediately as those seen in [16] (lecture 5):

e Null Map: Every odd cubic passes through the origin so we can trivially map any point
on the curve to 0, therefore we have the map

0: £E — FE
P — 0

or more explicitly [0](z,y) = (0,0) in affine coordinates.
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e Negation Map: From the very beginning, we wanted the curve to satisfy the relation
f(=P) = —f(P), so the first non-trivial map that comes naturally is

[-1]: E — FE
P+ -P

or more explicitly [—1](x,y, 2) = (—z, —y, z) in projective coordinates.

e The Multiplication-by-m Map: Since we have a group law that takes P and () into
P + @, we can make sense of taking P to 2P, and more generally for m € N, taking P to
mP i.e. the map

[m]: E — FE
P +— mP=P+...+P
H—/
m times
By composing [m] with [—1] we can extend [m] to any integer value of m, as [m/| =
[—m/] o [—1], thus we have a multiplication-by-m map for every m € Z. We show explicit

formulae for the doubling map [2] of a cubic in second form. From section 4.1 we see that

when P = Q)
B 322 + 2axy + by? + 1

= A
A 1 — 2bxy — ax? (6.1)

N = Da)a+2) (= A)o3 — 1)

y— Ax)(a + Y — AT —
2 = 2 2x A 6.2
2)(z.9) ( D tartl T e raat 1l x) (6.2)
or the equivalent form (recall third relation in (4.4))
Az —y) Az — y) (A + 22(bA? + aX + 1))

2 = 6.3
2)(.y) <(b>\2 FaX+ 1)z’ (X2 + ah + 1)a? (6.3)

when P # 0 (note that from (6.2) we obtain [2]P = P when P = 0). To reduce the degree
of the \’s we perform the following calculation, applying the same principle shown in § 2.6

(y — Ax)(a + 2bA) tor — Az —y)
bAZ +aX + 1 (bA2 4 a\ + 1)2?
(y — Ax)(a +20)) + 2x(bA* +aX+1) Az — )
bA2 +al+ 1 (DA 4+ a)\ + 1)a?
(y — Az)(a +20)) + 22(bA* +aX+1) —(y — Ax)(a + 20X)
bAZ +a) + 1 — (BA2 +a) + 1)z2(a + 2b))
(y — Ax)(a +20X) + 22(bA* + aX + 1) — (y — Ax)(a 4+ 2bN) (Az —y)(a+ 2bA)
bAZ 4+ aX + 1+ (bA2 4 aX + 1)a2(a 4 20)) (A2 +a) + 1)z2(a + 2b))
22(bA? 4+ aX\ + 1) B (Az — y)(a + 2bX)
(A2 +aX+ 1) (1 +22(a+2b)))  (bA2+aX + 1)a2(a + 20))
2z B (A —y)
L+22(a+2b)\)  (bA2+a)+1)a2

2z
1+ 22(a + 20))

SO Ty = , and simplifying for A
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27 22(1 — 2bzy — ax?)
1+ 22(a + 20)) (1 + aax?)(1 — 2bxy — ax?) + 2bx%(32% + 2axy + by? + 1)
22(1 — 2bxy — ax?)
1 — a?z* + 4bxt

whereas for ys

~ 22M(1 - 2bay —aa®)
2= ) %3— azzcg 4bx‘2 /é
2 (322 + 2azy + by? + 1
= A
1 — a?z* + 4bax? TyTAT
22(32% + any +by? + 1)(1 — 2bxy — az?) — y(1 — a’x* + 4bx*)(1 — 2bxy — ax?)
(1 — a?x* + 4bx*) (1 — 2bzy — ax?)
z(32% + 2axy + by* + 1)(1 — a’z* + 4bx?)
(1 — a?x* 4 4bx*) (1 — 2bzy — ax?)
22((a? — 4b)x* + (2a + 4b)2® + 1)

(1 — a?a* + 4b2*)(1 — 2bzy — ax?)

so finally

2z, y) = (Qx(l — 2bxy — ax?) 2x((a® —4b)x* + (2a + 4b)z* + 1) )

1 — a2zt +4bx* 7 (1 — a?x* + 4bx*) (1 — 2bxy — az?)

Using that (1 — 2bxy — ax?®)? = (a® — 4b)x* — (2a + 4b)2* + 1, the projective form of the
map is now straightforward

21.(X,Y,Z) = 2XZ((a® —4b)X* — (2a + 4b) X222 + Z%)
21,(X,Y,Z) = 2XZ((a® —4b)X* + (2a + 4b) X222 4 Z%)
RL(X,Y,Z) = ((a®—4b)X* — Z9)(aX? + 2bXY — Z2)

Nevertheless, a calculation shows that this form of [2] is not well defined for (0, 1,0) and
(x,y,0) with ax + 2by = 0, so we need to find an alternative version of the map. In the

first case we use that
X2 4+aXY +bY? Y -X

£ X
. . (Y — X)3 .
multiplying each coordinate of [2] by 3 50 after developing we find
2.(X,Y,Z) = 2(Y - X)Z((a® — 4b) X?(Y — X)? — (2a + 4b)(Y — X)?Z% + (X2 + aXY +bY?)?)
2],(X,Y,Z) = (Y X)Z((a® - 4b) 2(Y — X)% 4 (2a + 4b)(Y — X)2Z2 (X% +aXY +bY?)?)
2.(X,Y,Z) = ((a®-4b)X*(Y — X)? (X2 +aXY +bY?)?)
((aX +2bY)(Y — X) — (X% +aXY +bY?))

o [2](0,1,0) = (0,0,—b%) = (0,0,1) when b # 0. In the second case, after disregarding
the trivial solution, when developing the condition ax + 2by = 0 we find that (z,y,0) € E
if and only if a®> — 4b = 0, but we have already imposed the condition for a? — 4b to be
a non-zero (end §3), so we no longer need to worry about this case. This representation
shows that [2] is everywhere regular, i.e. a morphism.
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e The Frobenius Map: Let K = FF,. From the usual Frobenius automorphism 7 over K

we can make sense of the map 7 : E(K) — FE(K) such that 7g(z,y,2) = (a?,9?, 2P).
Observe that for a,b € F),

(5% + a?y + bug? + (2 — )2V = (@O + (azy) + (bay?) + (z— )2
= @)+ @@ PR+ (5 g
(@")* + a(2?)*y? + ba? (y")* + (2 — o) (2")?

so for any point P = (z,y, 2), 7g(P) = (2P, y?, 2P) € E(K).

e The Rotation Map: This special case of a rational map was already described in section
3.1. Consider in [F,, the matrix
s —t
v-(0)

with s% 4+ ¢? = 1, so (in geometric terms) M rotates the axis counterclockwise with respect
to the origin. It inherits the same ideas of rotating objects in R?. For instance, the matrix

2 -1
M:108(1 2)

will take the line y +2x = 0 into the line z = 0. In parallel, observe that in R? the required

values of s and ¢ would be 5 )
S=-—— t=-——
V5 V5
so we have to make sense of the inverse of v/5 in F, in order to proceed. One of its possible
values being 108.

Now, depending on the form of the cubic we are using, different types of maps between curves
arise, such as

e Given F, and E» as

B, : 24 bry*+cy® —y=0
Ey @ 234+ Bay?*+Cy°P —y=0

the map ¢ : By — F, such that ¢(x,y) = (Ax, A3y) is a linear change of coordinates when
BX = band CXS = c. Let f be the relation defining E1, observe that if ¢/(z,y) = (x, A%y),
then f(¢(z,y)) # A2 f(¢'(z,y)) because f is not homogeneous, so there is not redundant A
in ¢. Moreover we have

f(o(z, ) = N (f(¢(z,y) + (1+ X)y)

6.1 Maps between Odd Cubics and curves in Weierstrass form

Now we map odd cubics into curves in Weierstrass form and vice versa, i.e.

P raty+bry +ed+dr+ey=0 «— Y =2>+a2x’+ Br+7y (6.4)
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Without lost of generality we consider odd cubics in first form. From right to left first, what
we do is a simple change of perspective:

1: Making t = x/y and s = 1/y we obtain
3+ at’s+ fts* + s —s =0

this way we map the neutral element O in the (z,y)-coordinates to the origin and send
straight lines to straight lines, explicitly y = Az + p <— 1 = At + ps, which means this
map is actually an isomorphism. We shall refer to this map as ..

6.1.1 Nagell’s Algorithm

In this part we collect ideas from [17] and [15] in order to birationally map odd cubics to curves
in Weierstrass form. We briefly describe the general method:

1. Given a non-singular cubic E over a field of characteristic different than 2. Take a point
O that is not an inflection point. The tangent line at O intersects E again at a different
point P.

2. Change the coordinate system so P is at the origin and O lies on the y-axis, and let
F(z,y) = 0 be the resulting form of E.

3. Since E has degree 3 and F(P) = 0, write F' as
F=F+F+ F3
where the F}; are homogeneous polynomials of degree d.
4. Let t be a parameter such that y = tx, then we have

F(z,y) = 2F(1,t) + 2 Fy(1,t) + 2° F3(1,¢) = 0 (6.5)

5. Discard one x and complete the square to obtain
2F(Lt)x + Fy(1,1)* = Fy(1,t)* — 4F3(1,t) Fi(1,t)
and make s = 2F3(1,t)x + Fy(1,t) and G(t) = Fy(1,t)? — 4F5(1,t) Fi(1,¢).

6. Since s> = G(t), the transformation (z,y) — (¢, s) maps E to a curve in Weierstrass form
birationally. Explicitly the maps are

) 1) = (L2 (1.2) 4 7 (1)) ) o ) = (2 2 EA0)

we shall refer to this map as ,,.

The previous algorithm was improved by Tibouchi in [17] for any characteristic as follows:
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1. As in part 4 of the preceding algorithm, multiply (6.5) by F5(1,¢)/x to obtain

22 Fy(1,1)% + Fy(1, ) Fy(1,t)x = —F3(1,t) Fy(1,t)
2. Making u = F3(1,t)x yields
u? + Gi(t)u = Gs(t)
where G = F5 and G3 = —F1 F5.

3. Finally the maps are expressed as follows

(z,y) — (t,u) = <%, %) . (tu) — (2,y) = (Fg(qi,t)’ Fji t))

Example 3 Consider the cubic E : f(z,y) = 2 + 2y* — 4> — 2 +y = 0 over Fo11, the first
algorithm maps E to
C: s* =1300t° + 711> + 294t + 1789

which can be rescaled down to

C: s =13+ 1998t + 2009t + 389

Explicitly, we consider the point O = (—1,0) = (2010,0) and P = (773,463). We first apply the
change
(x,y) — (x — 773,y — 463)

taking P into the origin. Now, as seen in § 2.6, we consider the rotation (in the new coordinates
system)
(z,y) —> (108(2z — y), 108(z + 2y))

taking O into the y-axis, and after developing and cleaning constants
F(z,y) = 92° + 20002y + 2009zy? + 1998y° + 14382% + 997xy + 1527y* + 12502 + 1064y
now for each homogeneous part

Fy = 1250z + 1064y
Fy = 14382% + 997xy + 1527y
Fy = 9% +20002%y 4+ 2009zy> + 1998y>

using the parameter ¢ such that y = tx we obtain

F(r,y) = aF(1,t) +2°Fy(1,t) + 2° F3(1,t)
= (1250 + 1064t) 4+ 2* (1438 + 997t + 1527¢%) + z* (9 + 2000¢ + 2009¢* + 1998¢t%)

We make s = 2F5(1,t)x + F5(1,t) and

G(t) = Fy(1,t)> —4F3(1,t)F(1,1)
= 1300t% + 711 + 294¢ + 1789
— 2 = 1300¢3 + 711t + 294t + 1789
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now, since 711 = —1300 (mod 2011)

s* = 1300t — 1300t + 294¢ + 1789
(135)2 = 100(13t)> — 1300(13t)? + 1422t + 691
(135)> = 100(13t)* — 1300(13t)? + 1422 x 137'(13¢) + 691

using that 100~! = 181 (mod 2011) and 137! = 1547 (mod 2011)
(602s)* = (13t)* — 13(13t)* + 2009(13t) + 389
and this is how we can rescale to
s* = t° — 13> + 2009¢ + 389 = ¢ 4 1998¢> + 2009¢ + 389.
At this point it is worth asking ourselves if we really need more than one map to pass from
curves in Weierstrass equation to odd cubics back and forth, and we probably don’t since ¢, is

much easier to compute than ¢,. Nevertheless Nagell’s algorithm is more general since it does
not require a cubic in any specific form.
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7 Final words

About the model we have introduced, I tested the computations with small examples using
RStudio and I wish I had the opportunity to have them tested with really large numbers, i.e.
considerably bigger than a regular computer is able to handle. Other than that I consider that
this new approach has its advantages in some cases with a wide path to keep going on the inves-
tigation.

From the Simple Model we have explored, with a subtle change in the perspective we see that
the relation R(x,y) = t(z +y)/(t — xy) satisfies

R(R(x,y), 2) = R(z, R(y, 2))

whenever each valuation is properly defined, so characterising functions with this property may
lead to different ways to encode elements with a group law, not necessarily embedded in an
elliptic curve (or at least not at first glance), therefore it could be of interest to explore this kind
of associativity in functional equations. A first insight into this topic can be found in the works
of K. Domnéska ([4]) and J. Brawly, S. Gao and D. Mills ([1])

Finally, there was plenty of reading that didn’t make it into this work, such as the study of
isogenies and different ways of producing a groups with different composition laws and curves of
different degrees, which together with testing computations with large numbers, are at the top
of the list of subjects to keep working on in the near future.
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