Kolmogorov equation via deep learning methods

Javier Castro

July 28, 2022

Abstract

In this talk we present two results about the Kolmogorov equation using deep learning techniques. Indeed,
inspired by [HPW20], we study the application of current techniques of neural networks to the approximation
of solutions to the considered PDE in the non-local and the infinite dimensional settings. We remark the
importance of the relation between PDEs and stochastic equations to develop the proposed scheme. Since
our framework is general, we require the recently developed DeepOnets architectures [LMK21] to describe in
detail the approximation procedure, our results strongly rely on the approximation properties of these objects.
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