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Abstract. This paper is devoted to study thermodynamic formalism for sus-

pension flows defined over countable alphabets. We are mostly interested in

the regularity properties of the pressure function. We establish conditions for
the pressure function to be real analytic or to exhibit a phase transition. We

also construct an example of a potential for which the pressure has countably

many phase transitions.

1. Introduction

In this paper we wish to study properties of suspension flows defined over countable
Markov shifts. Suspension flows over expanding maps provide models for various
examples of hyperbolic flows. Indeed, it was shown by Bowen [Bo] and by Ratner
[Ra] that axiom A flows defined over compact manifolds can be coded as suspension
flows over sub-shifts defined over finite alphabets. This type of coding allows for
the proof of a great deal of fundamental results in ergodic theory. For instance,
Bowen and Ruelle [BR] making use if these techniques studied the ergodic properties
of axiom A flows and described in great detail the corresponding thermodynamic
formalism.

On the other hand, suspension flows defined over countable Markov shifts can give
models for several naturally occurring flows which are not uniformly hyperbolic or
that are not defined over compact manifolds. For example, Bufetov and Gurevich
[BG] have recently used such symbolic models for the Teichmüller flows to show that
the Masur-Veech measure is the unique measure of maximal entropy. This result
was extended by Hamenstädt [Ha] who also used suspension flows over countable
Markov shifts to model these flows. It is also known, at least since the work of Artin
[Ar], that the geodesic flow over the modular surface can be coded with this type
of symbolic models using the continued fraction map (see [KU, Se]). The positive
geodesic flow is a restriction of the geodesic flow over the modular surface. In [GK]
Gurevich and Katok constructed a suspension flow defined over a countable Markov
shift that coded this flow. Making use of this model they showed that the entropy
of the flow is strictly smaller than one (recall that the entropy of the geodesic flow
over the modular surface is one). The case of the geodesic flow on non-compact
hyperbolic manifolds with cusps was studied by Babillot and Peigné [BP]. In certain
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cases they obtain a representation that can be coded with a suspension flow over a
countable alphabet. This allows for the proof of limit theorems.

The main focus of our study is the thermodynamic formalism associated to suspen-
sion flows defined over countable Markov shifts. The pressure has been defined in
this context, with different degrees of generality, in [BI, JKL, Ke, Sav]. The vari-
ational principle and other properties have been proved (see Section 2). However,
the regularity properties of the pressure are poorly understood. If φ is a potential,
the pressure function t 7→ PΦ(tφ) is a convex function, therefore it is differentiable
except in at most a countable set of points. The pressure function is said to have a
phase transition at the point t = t0 if it is not analytic at that point. It was shown
by Bowen and Ruelle [BR] that in the context of suspension flows defined over sub-
shifts of finite type on finite alphabets with a Hölder roof function, the pressure
function for Hölder potentials is real analytic. That is, there are no phase transi-
tions. The situation in our context is completely different. Indeed, in Theorem 4.1
we establish sufficient conditions for a regular potential so that the corresponding
pressure function exhibits a phase transition. We are able to determine exactly
when the pressure may have phase transitions. However, we also give an example
to show the behaviour can be much more complicated, in particular we construct
an example with countably many phase transitions.

It is worth pointing out that our results and examples hold, in particular, for
suspension flows defined over the full-shift on a countable alphabet. In the discrete
time case, that is countable Markov shifts, there is a combinatorial obstruction for
the existence of phase transitions for regular potentials. Indeed, for locally Hölder
potentials (see sub-section 2.1 for precise definition) defined over the full-shift, the
pressure function when finite is real analytic (see Theorem 2.3 or [MU1, Sa2]).
The situation is completely different in the continuous time case and in Example
5.3 we show it is possible for a regular potential to exhibit countably many phase
transitions. The situation is similar to the one for multifractal analysis of Gibbs
measures studied in [HMU] and [Io1]. Actually, with the techniques developed in
this paper it should be possible to exhibit multifractal spectra with countably many
phase transitions.

Our main result, Theorem 4.1, holds for suspension flows defined over countable
Markov shifts satisfying a combinatorial assumption, namely the BIP condition (see
Section 2 for a precise definition). However, adapting the well known procedure
of inducing we are able to deal with systems not having this property. Indeed, in
Theorem 6.3 we consider suspension flows defined over an arbitrary topologically
mixing countable Markov shift and we establish conditions so that the pressure
function is real analytic or has one phase transition. In this general setting checking
the condition of the theorem can be more complicated. That depends upon the
combinatorics of the Markov shift on the base.

Even though our results are of a symbolic nature we stress that they can be readily
applied to some geometric examples. In Section 6 we consider the positive geodesic
flow. We establish conditions that ensure the existence of unique equilibrium mea-
sures. Moreover, we are able to prove that under certain assumptions the pressure
function is real analytic or it can have one phase transition. A strong motivation
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for our work is to see how non-compactedness of the flow space can affect the prop-
erties of the pressure function and how this differs from the case of Axiom-A flows,
where the pressure function is well understood (see [BR]).

We set out this paper as follows. In section 2.1 we recall the definition of pressure
for Markov shifts defined over countable alphabets. We also state the results of
Sarig [Sa1, Sa2, Sa3] and Mauldin-Urbański [MU1, MU2, MU3] regarding the be-
haviour of the pressure for countable Markov systems. Section 2.2 is devoted to
define suspension flows and to discuss the relation between the spaces of invariant
probability measures of the shift and the flow. The fact that this relation is not
as good as in the finite state case is one of the sources of the more complicated
behaviour exhibited by suspension flows on countable alphabets. In Section 3 we
recall the definition of pressure for suspension flows given in [BI, JKL, Ke, Sav] and
the properties that it satisfies. In Section 4 we state and prove one of our main
results which establishes precise conditions for the existence of phase transitions.
Section 5 is devoted to examples, of particular interest is Example 5.3 since it ex-
hibits a countable number of phase transitions. Finally, in Section 6 we apply the
above results to a geometric example, namely the positive geodesic flow and discuss
the inducing procedure in this context.

2. Preliminaries

2.1. Thermodynamic formalism for countable Markov shifts. Let B be a
transition matrix defined on the alphabet of natural numbers. That is, the entries
of the matrix B = B(i, j)N∪{0}×N∪{0} are zeros and ones (with no row and no
column made entirely of zeros). The countable Markov shift (ΣB , σ) is the set

ΣB :=
{

(xn)n∈N∪{0} : B(xn, xn+1) = 1 for every n ∈ N ∪ {0}
}
,

together with the shift map σ : Σ→ Σ defined by σ(x0, x1, . . . ) = (x1, x2, . . . ).

Remark 2.1. Analogously, we can define a two-sided countable Markov shift by

Σ∗ := {(xn)n∈Z : B(xn, xn+1) = 1 for every n ∈ Z} ,

together with the shift map σ : Σ∗ → Σ∗ defined by (σx)n = xn+1.

Recall that the space ΣB is equipped with the topology generated by the cylinder
sets

Ca0···an
= {x ∈ ΣB : xi = ai for i = 0, . . . , n}.

In what follows we always assume (ΣB , σ) to be topologically mixing (see [Sa1,
Section 2] for a precise definition). When the context is clear we will simply write
(Σ, σ). Given a function φ : Σ→ R we define

Vn(φ) := sup{|φ(x)− φ(y)| : x, y ∈ ΣB , xi = yi for i = 0, . . . , n− 1},

where x = (x0x1 · · · ) and y = (y0y1 · · · ). We say that φ has summable variation
if
∑∞
n=1 Vn(φ) < ∞. We also say that φ is locally Hölder if there exist constants

K > 0 and θ ∈ (0, 1) such that Vn(φ) ≤ Kθn for all n ≥ 1. Each of the above
properties implies that the function φ is uniformly continuous. A locally Hölder
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function has summable variations however neither of these conditions imply that
the function is bounded.

The following notion of pressure for (non-compact) countable Markov shifts was
introduced by Sarig [Sa1], generalising previous results by Gurevich [Gu1, Gu2].
Note that Mauldin and Urbański [MU1] gave a different definition of pressure for a
narrower class of countable Markov shifts, however when both notions are defined
they coincide.

Definition 2.1. Let φ : Σ→ R be a function of summable variation. The Gurevich
pressure of φ is defined by

P (φ) = lim
n→∞

1
n

log
∑

x:σnx=x

exp

(
n−1∑
i=0

φ(σix)

)
χCi0

(x),

where χCi0
(x) is the characteristic function of the cylinder Ci0 ⊂ Σ.

It is possible to show that the limit always exists [Sa1]. Moreover, since (Σ, σ) is
topologically mixing one can show that P (φ) does not depend on i0.

Remark 2.2. Let (Σ, σ) be the full-shift on countably many symbols, that is

Σ :=
{

(xn)n∈N∪{0} : xn ∈ N ∪ {0}
}
.

If φ : Σ → R is a locally constant potential, that is φ|Cn := log λn, then there is a
simple formula for the pressure (see, for example, [BI, Example 1])

(1) P (φ) = log
∞∑
n=0

λn.

The Gurevich pressure satisfies the following approximation property (see [Sa1]),

Theorem 2.1 (Approximation property). Let (Σ, σ) be a countable Markov shift
and φ : Σ→ R be a function of summable variations. If

K := {K ⊂ Σ : K 6= ∅ compact and σ-invariant},

then

(2) P (φ) = sup{PK(φ) : K ∈ K},

where PK(φ) is the classical topological pressure on K;

Moreover, this notion of pressure satisfies the variational principle (see [MU1, Sa1]),

Theorem 2.2. Let (Σ, σ) be a countable Markov shift and φ : Σ→ R be a function
of summable variations, then

P (φ) = sup
{
h(ν) +

∫
φdν : ν ∈Mσ and −

∫
φdν <∞

}
,

where Mσ denotes the set of σ−invariant probability measures and h(ν) denotes
the entropy of the measure ν (for a precise definition see [Wa, Chapter 4]).
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A measure ν ∈ Mσ attaining the supremum, that is, P (φ) = h(ν) +
∫
φdν is

called equilibrium measure for φ. Buzzi and Sarig [BS] proved that a potential of
summable variations has at most one equilibrium measure.

We say that µ ∈ Mσ is a Gibbs measure for the function φ : Σ → R if for some
constants P , C > 0 and every n ∈ N and x ∈ Ca0···an

we have

1
C
≤ µ(Ca0···an

)
exp(−nP +

∑n
i=0 φ(σkx))

≤ C.

We say that a countable Markov shift (ΣB , σ), defined by the transition matrix
B(i, j) with (i, j) ∈ N ∪ {0} × N ∪ {0}, satisfies the BIP condition if and only if
there exists {b1, . . . , bn} ∈ N∪{0} such that for every a ∈ N∪{0} there exists i, j ∈ N
with B(bi, a)B(a, bj) = 1. For this class of countable Markov shifts, introduced by
Sarig [Sa2], the thermodynamic formalism is similar to that of sub-shifts of finite
type defined on finite alphabets. The following theorem summarises results proven
by Sarig in [Sa1, Sa2] and by Mauldin and Urbański, [MU1].

Theorem 2.3. Let (Σ, σ) be a countable Markov shift satisfying the BIP condition
and φ : Σ → R a locally Hölder potential. Then, there exists t∗ > 0 such that
pressure function t→ P (tφ) has the following properties

P (tφ) =

{
∞ if t < t∗

real analytic if t > t∗.

Moreover, if t > t∗, there exists a unique equilibrium measure for tφ. If
∑∞
n=1 Vn(φ) <

∞ and P (φ) <∞ then there exists a Gibbs measure for φ.

2.2. Suspension flows and invariant measures. Let (Σ, σ) be a countable
Markov shift and τ : Σ→ R+ be a positive continuous function such that for every
x ∈ Σ we have

∑∞
i=0 τ(σix) =∞. Consider the space

(3) Y = {(x, t) ∈ Σ× R : 0 ≤ t ≤ τ(x)},

with the points (x, τ(x)) and (σ(x), 0) identified for each x ∈ Σ. The suspension
semi-flow over σ with roof function τ is the semi-flow Φ = (ϕt)t≥0 on Y defined by

ϕt(x, s) = (x, s+ t) whenever s+ t ∈ [0, τ(x)].

In particular,
ϕτ(x)(x, 0) = (σ(x), 0).

In the case of two-sided Markov shifts we can define a suspension flow (ϕt)t∈R in a
similar manner.

We denote byMΦ the space of Φ-invariant probability measures on Y . Recall that
a measure µ on Y is Φ-invariant if µ(ϕ−1

t A) = µ(A) for every t ≥ 0 and every
measurable set A ⊂ Y . We also consider the space Mσ of σ-invariant probability
measures on Σ. There is a strong relation between these two spaces of invari-
ant measures. Indeed, consider the space of σ−invariant measures for which τ is
integrable,

(4) Mσ(τ) :=
{
µ ∈Mσ :

∫
τdµ <∞

}
.
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Denote by m the one dimensional Lebesgue measure and let µ ∈ Mσ(τ) then it
follows directly from classical results by Ambrose and Kakutani [AK] that

(µ×m)|Y /(µ×m)(Y ) ∈MΦ.

The behaviour of the map R : Mσ →MΦ, defined by

(5) R(µ) = (µ×m)|Y /(µ×m)(Y )

is closely related to the ergodic properties of the flow. Indeed, in the compact setting
the map R : Mσ → MΦ is a bijection. This fact was used by Bowen and Ruelle
[BR] to study and develop the thermodynamic formalism for Axiom A flows (these
flows admit a compact symbolic representation). In the general (non-compact)
setting there are several difficulties that can arise. For instance, the roof function
τ need not to be bounded above. It is, therefore, possible for a measure ν ∈Mσ to
be such that

∫
τdν =∞. In this situation the measure ν×m is an infinite invariant

measure for Φ. Hence, the map R(·) is not well defined and this makes it harder to
reduce the study of the thermodynamic formalism of the flow Φ to that of the shift
σ. Another possible complication occurs if the roof function τ is not bounded away
from zero. Then it is possible that for an infinite (sigma-finite) σ−invariant measure
ν we have

∫
τdν < ∞. In this case the measure (ν × m)|Y /(ν × m)(Y ) ∈ MΦ.

In such a situation, the map R is not surjective. Again, the fact that R is not a
bijective map makes it hard to translate problems from the flow to the shift.

The following can be obtained directly from the results by Ambrose and Kakutani
[AK],

Lemma 2.1. If τ : Σ→ R is bounded away from zero, the map R : Mσ(τ)→MΦ

defined by
R(µ) = (µ×m)|Y /(µ×m)(Y )

is bijective.

Given a continuous function g : Y → R we define the function ∆g : Σ→ R by

∆g(x) =
∫ τ(x)

0

g(x, t) dt.

The function ∆g is also continuous, moreover

(6)
∫
Y

g dR(ν) =

∫
Σ

∆g dν∫
Σ
τ dν

.

Remark 2.3 (Extension of potentials defined on the base). Let φ : Σ → R be
a locally Hölder potential. It is shown in [BRW] that there exists a continuous
function g : Y → R such that ∆g = φ. This provides a tool to construct examples.

2.3. Abramov’s formula. In this short subsection we recall a classical result by
Abramov. The entropy of a flow with respect to an invariant measure can be defined
by the entropy of the corresponding time one map. For the definition of entropy
in the context of maps see [Wa, Chapter 4]. In 1959 Abramov [Ab] proved his well
known result on the entropy of flows and Savchenko [Sav, Theorem 1] proved an
analogous result in the setting of this paper.
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Proposition 2.1 (Abramov-Savchenko). Let µ ∈ MΦ be such that µ = (ν ×
m)|Y /(ν ×m)(Y ), where ν ∈Mσ then

(7) hΦ(µ) =
hσ(ν)∫
τdν

.

It follows from Savchenko’s result that

Lemma 2.2. Let µ ∈ MΦ be such that µ = (ν ×m)|Y /(ν ×m)(Y ), we have that
hΦ(µ) =∞ if and only if hσ(ν) =∞.

When the phase space is non-compact there are several different notions of topo-
logical entropy of a flow, we will consider the following,

Definition 2.2. The topological entropy of the suspension flow (Y,Φ) denoted by
h(Φ) is defined by

h(Φ) := sup {hΦ(µ) : µ ∈MΦ} .

3. Topological pressure for suspension semi-flows

A definition of topological entropy for suspension semi-flows over countable Markov
shifts was first given by Savchenko [Sav]. He considered the case of roof functions
depending only on the first coordinate, but not necessarily bounded away from zero.
Topological entropy corresponds to topological pressure of the zero function. In [BI]
Barreira and Iommi gave a definition of topological pressure for locally Hölder roof
functions bounded away from zero. Both in [Sav] and in [BI] the definitions are given
implicitly. Recently, Kempton [Ke] and independently Jaerisch, Kesseböhmer and
Lamei [JKL] gave a definition of pressure for roof functions of summable variations
that need not to be bounded away from zero. Moreover, they gave a closed formula
for it.

The following theorem summarises the above results,

Theorem 3.1. Let (Σ, σ) a topologically mixing countable Markov shift and τ :
Σ → R a positive function bounded away from zero of summable variations. Let
(Y,Φ) be the suspension semi-flow over (Σ, σ) with roof function τ . Let g : Y → R
be a function such that ∆g : Σ→ R is of summable variations. Then the following
equalities hold

PΦ(g) := lim
t→∞

1
t

log

 ∑
φs(x,0)=(x,0),0<s≤t

exp
(∫ s

0

g(φk(x, 0))dk
)
χCi0

(x)


= inf{t ∈ R : Pσ(∆g − tτ) ≤ 0} = sup{t ∈ R : Pσ(∆g − tτ) ≥ 0}

= sup
{
hµ(Φ) +

∫
Y

gdµ : µ ∈MΦ and −
∫
Y

g dµ <∞
}

= sup{Pσ|K(φ) : K ∈ K},

where K is the set of all compact and Φ−invariant sets and PK is the classical
topological pressure of the potential φ restricted to the compact and σ-invariant set
K.
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The third equality establishes the variational principle in this setting and the last
the approximation property of the pressure.

Remark 3.1. If the roof function τ is only assumed to be positive (not necessarily
bounded away from zero) the variational principle has only been proved for ergodic
measures, that is

PΦ(g) = sup
{
hµ(Φ) +

∫
Y

gdµ : µ ∈MΦ ergodic and −
∫
Y

g dµ <∞
}
.

All the other results in Theorem 3.1 hold and have already been proved.

Let now g : Y → R be a continuous function such that ∆g is of summable variations.
A measure µ ∈MΦ is called an equilibrium measure for g if

PΦ(g) = hµ(Φ) +
∫
Y

gdµ.

The next theorem characterises potentials with equilibrium measures in the case
that the roof function is bounded away from zero (see [BI, Theorem 4]).

Theorem 3.2. Let Φ be a suspension semi-flow on Y over a countable Markov shift
(Σ, σ) and roof function τ of summable variations and bounded away from zero.
Let g : Y → R be a continuous function such that ∆g is of summable variations.
Then there is an equilibrium measure µg ∈ MΦ for g if and only if we have that
P (∆g − PΦ(g)τ) = 0 and there exists an equilibrium measure νg ∈ Mσ(τ) for
∆g − PΦ(g)τ .

3.1. From flows to semi-flows. A classical result by Sinai allow us to reduce the
study of the thermodynamic formalism for flows to the study of the thermodynamic
formalism for semi-flows.

Let (Σ∗, σ) be a two-sided Markov shift. Two continuous functions φ, γ ∈ C(Σ∗)
are said to be cohomologous if there exists a continuous function ψ ∈ C(Σ∗) such
that φ = γ+ψ◦σ−ψ. The following statement is due to Sinai (see [PP, Proposition
1.2]) for Hölder continuous functions and to Coelho and Quas [CQ] for functions of
summable variation.

Proposition 3.1. If φ ∈ C(Σ∗) has summable variation, then there exists γ ∈
C(Σ∗) cohomologous to φ such that γ(x) = γ(y) whenever xi = yi for all i ≥ 0
(that is, γ depends only on the future coordinates).

Furthermore, if the function φ has summable variation, then the same happens
with γ. Denote by (Σ, σ) be the one-sided Markov shift associated to (Σ∗, σ).
We note that γ can be canonically identified with a function ϕ : Σ → R, and
PΣ∗(φ) = PΣ(ϕ).

Note that the pressure function is invariant under cohomology, so is the existence
of equilibrium measures and in general the thermodynamic formalism.
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4. Phase transitions

It is a direct consequence of the approximation property of the pressure (see The-
orem 3.1) that PΦ(·) is convex since it is the supremum of convex functions. In
particular the function t → PΦ(tg) is differentiable except in at most a countable
set of points. We say that the pressure function t→ PΦ(tg) has a phase transition
at the point t = t0 if it is not analytic at t = t0. We say that the pressure has a first
order phase transition if the function is not differentiable at t = t0. In the context
of countable Markov shifts, Sarig [Sa3, Corollary 4], showed that if (Σ, σ) satisfies
the BIP condition and φ : Σ → R is a locally Hölder potential then, when finite,
the pressure function t → P (tφ) is real analytic. In this Section we prove that in
the case of flows the situation is different. Indeed, the combinatorial structure of
the base (e.g. satisfying the BIP condition) does not rule out the existence of phase
transitions.

Let (Σ, σ) be a countable Markov shift satisfying the BIP condition and let τ : Σ→
R a positive locally Hölder function for which there exists a real number s∞ ∈ R
satisfying

P (−sτ) =

{
∞ if s < s∞;
finite if s > s∞.

In particular, the above assumptions implies that τ is not bounded above. Denote
by (Y,Φ) the suspension semi-flow defined over the (Σ, σ) with roof function τ . In
view of the above assumptions this semi-flow has finite entropy. Let g : Y → R be a
potential, we will study regularity properties and phase transitions of the pressure
function t→ PΦ(tg).

The main case we will consider is when

lim
n→∞

sup{∆g(x) : x ∈ Cn}
inf{τ(x) : x ∈ Cn}

= 0.

Note that the case when for a ∈ R we have that

lim
n→∞

sup{∆g(x) : x ∈ Cn}
inf{τ(x) : x ∈ Cn}

= a

can easily be transfered to this case by subtracting the constant a from g. In this
setting, for positive locally Hölder potentials we can specify exactly when we get
phase transitions.

Theorem 4.1. Let (Y,Φ) be the suspension semi-flow of finite entropy defined over
a shift on a countable alphabet satisfying the BIP condition where the roof function
τ is bounded away from 0. Let g : Y → R be a potential such that ∆g : Σ → R is
locally Hölder and

inf
{∫

∆gdν∫
τdν

: ν ∈Mσ

}
= lim
n→∞

sup{∆g(x) : x ∈ Cn}
inf{τ(x) : x ∈ Cn}

= 0.

We then have the following situation

1. For all t ∈ R we have that PΦ(tg) ≥ s∞ and in the case that ∆g(x) > 0 for
all x ∈ Σ we have that limt→−∞ PΦ(tg) = s∞.
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2. If for all t ∈ R we have that P (t∆g − s∞τ) = ∞ then there is no phase
transition and the function t→ P (tg) is real analytic.

3. If ∆g(x) > 0 for all x ∈ Σ and there exists t∗ ∈ R such that P (t∗∆g−s∞τ) <
∞ then there exists t0 ∈ R such that t0 = sup{t : P (t∆g − s∞τ) ≤ 0}, and

PΦ(tg) =

{
real analytic and strictly convex if t > t0;
s∞ if t ≤ t0.

Proof. We divide the proof of this result in several Lemmas. The assumptions are
always the same as in Theorem 4.1

Lemma 4.1. For every t ∈ R we have that PΦ(tg) <∞.

Proof. Recall that the pressure satisfies the variational principle and that the semi-
flow has finite entropy. Therefore, in order to bound the pressure we just need to
bound the integral of g. However since

lim
n→∞

sup{∆g(x) : x ∈ Cn}
inf{τ(x) : x ∈ Cn}

= 0

it is easy to see that there exists K ∈ R such that for every x ∈ Σ we have∣∣∣∣∆g(x)
τ(x)

∣∣∣∣ ≤ K.
In particular, for every ν ∈Mσ we have∣∣∣∣∫ ∆gdν∫

τdν

∣∣∣∣ ≤ K.
Therefore, for every µ ∈MΦ we have

∣∣∫ gdµ
∣∣ ≤ K. The result now follows. �

Lemma 4.2. For every t ∈ R we have that

P (t∆g + sτ) =

{
∞ if s < s∞;
finite if s > s∞.

In particular PΦ(tg) ≥ s∞.

Proof. By the definition of s∞ it follows that

P (−sτ) =

{
∞ if s < s∞;
finite if s > s∞.

Thus, by the variational principle we have that for any sequence of invariant mea-
sures {µn}n∈N, if limn→∞

∫
τdµn = ∞ then lim supn→∞

h(µn)R
τdµn

≤ s∞. Moreover,
there exists a sequence of invariant measures {νn}n∈N such that limn→∞

∫
τdνn =

∞ and limn→∞
h(νn)R
τdνn

= s∞ (see [FJLR, Lemma 2.5] and note that while it is only
stated for the full shift there it could be easily extended to the BIP case).
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We now fix t ∈ R and let s < s∞. We then have that

P (t∆g + sτ) ≥ lim
n→∞

(
h(νn) + t

∫
∆gdνn − s

∫
τdνn

)
=

lim
n→∞

(∫
τdνn

(
h(νn)∫
τdνn

+ t

∫
∆gdνn∫
τdνn

− s
))

.

As noted in Lemma 4.1 the quotient
R

∆gdνnR
τdνn

is bounded above. Therefore

P (t∆g + sτ) ≥ lim
n→∞

(∫
τdνn

(
h(νn)∫
τdνn

+ t

∫
∆gdνn∫
τdνn

− s
))

=∞.

Let us now fix s > s∞. If there exists a sequence of invariant measures {µn}n∈N
such that

lim
n→∞

(
h(µn) + t

∫
∆gdµn − s

∫
τdµn

)
=∞

then there exists a sequence of measures {µn}n∈N such that
∫
τdµn = ∞ and

limn→∞
h(µn)R
τdµn

> s∞ which is a contradiction. Thus, the first part of the lemma
follows. The second part is a direct consequence of the definition of PΦ. �

The following lemma completes the proof of part1 of Theorem 4.1.

Lemma 4.3. We have that if ∆g(x) > 0 for all x ∈ Σ then

lim
t→−∞

PΦ(tg) = s∞.

Proof. Note that

inf
{∫

∆gdν∫
τdν

: ν ∈Mσ

}
= 0

implies that the slope of PΦ(tg) as t → −∞ tends to zero. Therefore, in order to
compute the pressure for values of t converging to −∞ we have to consider measures
νn ∈Mσ with limn→∞

∫
τdνn =∞.

Moreover, if {νn}n∈N ∈Mσ is a sequence of invariant measures such that

lim
n→∞

∫
τdνn =∞,

then

lim
n→∞

h(νn)∫
τdνn

≤ s∞ and t lim
n→∞

∫
∆gdνn∫
τdνn

= 0.

Therefore,
lim

t→−∞
PΦ(tg) = s∞.

�

We now consider when the function t→ PΦ(tg) is real analytic.

Lemma 4.4. If we let A ⊂ R be an interval such that for all t ∈ R we have that
P (t∆g − s∞τ) > 0 then the function t→ PΦ(tg) is real analytic on A.
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Proof. Recall that the function f : (s∞,∞)×R→ R defined by f(t, s) = P (t∆g −
sτ), is finite and so is real analytic in both variables s and t (see for example [SU]).
If t ∈ A then the function s → f(s, t) is decreasing and lims→∞ f(s, t) = −∞.
Therefore, there exists an unique s0 > s∞ such that f(t, s0) = 0 and ∂f

∂s (s0) < 0.
This implies that PΦ(tg) = s0. Thus, by the Implicit Function Theorem, the
function t→ PΦ(tg) is real analytic on A. �

Note that Part 2 of Theorem 4.1 immediately follows since if P (t∆g − s∞τ) = ∞
for all t ∈ R then in the above Lemma A = R. To prove 3 of Theorem 4.1 we need
the following lemma.

Lemma 4.5. If ∆g(x) > 0 for all x ∈ Σ and there exists t∗ ∈ R such that P (t∗∆g−
s∞τ) <∞ then there exists a finite value t0 ∈ R where

t0 = sup{t : P (t∆g − s∞τ) ≤ 0}.

Proof. By the properties of the pressure function it suffices to show that if there
exists t∗ ∈ R where P (t∗∆g − s∞τ) < ∞ then limt→−∞ P (t∗∆g − s∞τ) = −∞.
Furthermore since ∆g > 0 we can assume that t∗ < 0. We consider an upper bound
for the pressure function Q : R2 → R ∪ {∞} given by

Q(s, t) = log

( ∞∑
i=0

exp (sup {t∆g(x)− sτ(x) : x ∈ Ci})

)
.

Note that Q(s∞, t) =∞ if and only if P (t∆g − s∞τ) =∞ (see [MU3] Proposition
2.1.9 ) and Q(s, t) ≥ P (t∆g − sτ).

Thus if P (t∗∆g − s∞τ) <∞ then Q(t∗∆g − s∞τ) <∞. Hence, for any ε > 0 there
exists N ∈ N such that

∞∑
i=N

exp(sup{t∗∆g(x)− s∞τ(x) : x ∈ Ci}) ≤ ε.

Furthermore since ∆g > 0 there will exist t < t∗ such that

(8)
∞∑
i=N

exp(sup{t∆g(x)− s∞τ(x) : x ∈ Ci}) ≤ ε.

and

(9)
N∑
i=0

exp(sup{t∆g(x)− s∞τ(x) : x ∈ Ci}) ≤ ε.

Therefore, we have that( ∞∑
i=0

exp (sup{t∆g(x)− s∞τ(x) : x ∈ Ci})

)
≤ 2ε

and the result follows. �

If we take t0 as defined in Lemma 4.5 and A as defined in Lemma 4.4 then A =
(t0,∞) and it follows immediately that t → PΦ(tg) is analytic on A. For t ∈
(−∞, t0) we have by Lemma 4.2 that if s < s∞ then P (t∆g − sτ) = ∞ and
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P (t∆g − s∞τ) < 0 which means that PΦ(tg) = s∞. This completes the proof of
Theorem 4.1.

�

Remark 4.1. We would like to point out a mistake in [BI, Proposition 8]. It is
claimed in there that if g : Y → R is a bounded potential and (Φ, Y ) is a suspension
semi-flow defined over a BIP shift then there are no phase transitions. The error
in the proof of [BI, Proposition 8] is in [BI, Proposition 7], where it is claimed that,
under these assumptions, the equation P (∆g − tτ) = 0 always has a root. This is
not true as Theorem 4.1 and the examples below show.

5. Examples

We now give some examples both to illustrate Theorem 4.1 and to look at what can
happen when the assumptions of Theorem 4.1 are not met. Our first two examples
are examples of regular potentials which satisfy the conditions of Theorem 4.1 and
for one of which the pressure function exhibits no phase transition and for the other
potential one phase transition. It should be noticed that this is a phase transition
of positive entropy. This type of phase transitions have received some attention
recently, see for example [DGR, IT]. The example we exhibit here is the first one
of this type in the context of flows. Our final example shows that without the
assumptions used in Theorem 4.1 there is a possibility of infinitely many phase
transitions.

Example 5.1 (No phase transitions). Let (Σ, σ) be the full-shift on a countable
alphabet, say N ∪ {0} and τ : Σ→ R be the roof function defined by

τ(x) := log(n+ 2) if x ∈ Cn.

Denote by (Y,Φ) the suspension semi-flow with base (Σ, σ) and roof function τ .
The entropy of this flow is finite and

h(Φ) = inf{s ∈ R : P (−sτ) ≤ 0} > 1,

Consider a function g : Y → R such that

∆g(x) = log log log(n+ 1) if x ∈ Cn.

We then have that all the assumptions of Theorem 4.1 are satisfied, s∞ = 1 and
for any t ∈ R

P (t∆g − τ) = log

( ∞∑
n=1

(log log n)t

n+ 1

)
=∞.

Thus, it follows in this case that the function t→ PΦ(tg) is real analytic and strictly
convex for all t ∈ R. Moreover, limt→−∞ PΦ(tg) = 1.

Example 5.2 (One Phase Transition). Let (Σ, σ) be the full-shift on a countable
alphabet, say N ∪ {0}. Let k ∈ N be such that

∞∑
n=k

1
n(log n)2

< 1.



14 GODOFREDO IOMMI AND THOMAS JORDAN

Let τ : Σ→ R be the roof function defined by

τ(x) := log(n+ k) if x ∈ Cn.
Denote by (Y,Φ) the suspension semi-flow with base (Σ, σ) and roof function τ .
The entropy of this flow is

h(Φ) = inf{s ∈ R : P (−sτ) ≤ 0},
that is h(Φ) ∈ (1, 2). Indeed, there exists s ∈ (1, 2) such that P (−sτ) = 0. Consider
a function g : Y → R such that

∆g(x) = log(log(n+ k)) if x ∈ Cn.
Again we have that s∞ = 1 and all the assumptions of Theorem 4.1 are satisfied.
For t ∈ R we have that

P (t∆g − τ) = log
∞∑
n=k

(log n)t

n

and so for all t ≥ −1 we have that P (t∆g−τ) =∞. However for all t < −1 we have
that P (t∆g−τ) <∞ and in particular P (−2∆g−τ) < 0. Thus by Theorem 4.1 the
pressure function t → PΦ(tg) exhibits a phase transition at a point t0 ∈ (−2,−1).
Moreover,

PΦ(tg) =

{
1 if t < t0;
real analytic and strictly convex if t ≥ t0.

In particular, the function g exhibits a phase transition of positive entropy at the
point t = t0.

Note that for t < t0 we have

P (t∆g − PΦ(tg)τ) = P (t∆g − τ) = log
∞∑
n=k

(log n)t

n
< 0.

It is a direct consequence of Theorem 3.2 that for every t < t0 the potential tg does
not have an equilibrium measure. On the other hand, if t > t0 we have that

P (t∆g − PΦ(tg)τ) = 0.

Moreover, there exists a Gibbs measure νt corresponding to t∆g − PΦ(tg)τ and∫
τdνt =

∑
n=1

log(n+ k)νt(Cn) =
∑
n=k

(log n)t+1

nPΦ(tg)
.

Since PΦ(tg) > 1 we have that τ ∈ L1(νt). Therefore, as consequence of Theorem
3.2, we have that for every t > t0 the potential tg does have a unique equilibrium
measure. If t = t0 the potential t0g does not have an equilibrium measure. Indeed,
even if k is chosen so that P (t∆g − PΦ(tg)τ) = P (t∆g − τ) = 0, we have that
since t0 ∈ (−2,−1) then τ /∈ L1(νt0). However, it is possible to slightly modify this
example so that tog has an equilibrium state.

Example 5.3 (Countably many phase transitions). In Theorem 4.1 we assumed
that the roof function dominated the potential ∆g. This leads to the simple asymp-
totic behaviour

lim
n→∞

sup{∆g(x) : x ∈ Cn}
inf{τ(x) : x ∈ Cn}

= 0.
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In this example we show that without this assumption much more complicated be-
haviour is possible. In particular, by dropping this assumption, we can construct
a potential g defined over a suspension semi-flow for which the pressure function
t→ PΦ(tg) has countably many phase transitions. Again we work in the case where
both ∆g and τ are locally constant functions.

We start by partitioning N ∪ {0} as follows. We let

A1 = {n ∈ N : n 6= k2 for any k ∈ N} ∪ {0}

and inductively define Ak+1 = {n ∈ N :
√
n ∈ Ak}. We then have that N = ∪kAk

and Ai ∩Aj = ∅ if i 6= j.

Let (Σ, σ) be the full-shift on a countable alphabet. We consider the roof function
τ : Σ→ R to be defined by

τ(x) := log(n+ ki) if x ∈ Cn and n ∈ Ai,

where ki > 0 are some fixed constant. Denote by (Y,Φ) the corresponding suspen-
sion semi-flow.

Let us define our function g : Y → R such that

∆g(x) = ciτ(x) + log log(n+ ki) if x ∈ Cn and n ∈ Ai
where c0 = 0, c1 = − 1

4 and for i > 1 we define ci+1 = ci − 1
2i(i+1) .

We then have that if
∑
n∈Ai

(log(n+ki))
t

(n+ki)s−cit <∞ for all i ∈ N then

P (t∆g − sτ) = log

( ∞∑
i=1

∑
n∈Ai

(log(n+ ki))
t

(n+ ki)s−cit

)
and otherwise P (t∆g − sτ) =∞.

Lemma 5.1. With τ and g defined as above we have that for all t < 0

PΦ(tg) ≥ max
i∈N

{
1
2i

+ cit

}
.

Proof. Let t ≤ 0 and δ > 0 and consider s = 1
2i−1 + cit− δ. We have that∑

n∈Ai

(log(n+ ki))
t

(n+ ki)s−cit
=
∑
n∈Ai

(log(n+ ki))
t

(n+ ki)
1

2i−1−δ
=∞.

Therefore P (t∆g − sτ) =∞. Since the above holds for any positive value of δ, for
every i ∈ N we have that

1
2i

+ cit ≤ PΦ(tg).

�

Lemma 5.2. We can choose values ki ∈ R such that for t ≤ − 3
2

PΦ(tg) = max
i∈N

{
1
2i

+ cit

}
.



16 GODOFREDO IOMMI AND THOMAS JORDAN

Proof. For each i ∈ N we fix 0 < δi <
1
2 and choose ki such that∑

n∈Ai

1
(n+ ki)2−(i−1) log(n+ ki)−(1+δi) <

1
2i
.

Thus for any t < − 3
2 and α ≥ 1

2i−1 we have that∑
n∈Ai

1
(n+ ki)α

(log(n+ ki))t <
1
2i
.

Choose n ∈ N such that 1
2n − cnt = maxi{ 1

2i − cit} and s > 1
2n − cnt. In particular,

for every i ∈ N we have that s − cit > 2−(i−1). Therefore, if we fix t < −3/2 we
have that

∑
n∈Ai

(log(n+ ki))
t

(n+ ki)s−cit
≤
∑
n∈Ai

(log(n+ ki))
t

(n+ ki)1/2i−1 ≤
1
2i
.

Thus,

P (t∆g − sτ) = log

( ∞∑
i=1

∑
n∈Ai

(log(n+ ki))
t

(n+ ki)s−cit

)
≤ log

( ∞∑
i=1

1
2i

)
< 0.

Therefore, PΦ(tg) < s. Thus combining this with Lemma 5.1 we have that for
t ≤ −3/2

PΦ(tg) = max
i∈N

{
1
2i
− cit

}
.

�

Thus if we choose a sequence (ki)i as in Lemma 5.2 we have that for t ≤ − 3
2

PΦ(tg) = max
i

{
1
2i
− cit

}
where c0 = 0, c1 = − 1

4 and for i > 1 we define ci+1 = ci − 1
2i(i+1) . We can then

see that for i ≥ 1 for t ∈ [i+ 1, i+ 2] we have that

PΦ(tg) =
1
2i
− cit.

Thus, for t ≤ −3
2 we have that t → PΦ(tg) is a piecewise linear function which

is non-differentiable at integer values., That is, the pressure function exhibits a
countable number of first order phase transitions.
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6. Remarks

This last section is divided in two. In the first part we illustrate how the the results
obtained in the symbolic system can be applied to flows defined over manifolds.
The particular example we consider is the positive geodesic flow. In the second
part we discuss a strategy to study suspension flows for which the combinatorial
assumption we have made so far on the shift (that of being BIP) is not satisfied.
The procedure we propose is that of inducing.

6.1. The positive geodesic flow on the modular surface. Denote by H =
{z ∈ C : Im z > 0} the upper half-plane endowed with the hyperbolic metric.
Geodesics in H are either semi-circles which meet the boundary perpendicularly
or vertical straight lines. The geodesic flow of H, denote by {ψt}, is the flow on
the unit tangent bundle, T 1H, of H which moves ω ∈ T 1H along the geodesic it
determines at unit speed.

The group of Möbius transformations acting on H by orientation preserving isome-
tries can be identified with the group PSL(2,Z). The modular surface is defined
by M = PSL(2,Z)\H, which is a (non-compact) surface of constant negative cur-
vature. Topologically, is a sphere with one cusp and two singularities. Note that
T 1H can be identified with PSL(2,R) by sending ω = (z, ζ) ∈ T 1H onto the unique
g ∈ PSL(2,R) such that z = g(i) and ζ = g′(z)(ι), where ι is the unit vector at the
point i to the imaginary axis pointing up. In this coordinate system the geodesic
flow takes the form

ψt

(
a b
c d

)
=
(
a b
c d

)(
et/2 0

0 e−t/2

)
.

The geodesic flow {ψt} on H descends to the geodesic flow {ψt} on M via the
projection π : T 1H 7→ T 1M . We will be interested in an invariant sub-system of
{ψt}. In order to define it we need to consider the fundamental region for PSL(2,Z)
given by

F = {z ∈ H : |z| ≥ 1, |Re z| ≤ 1/2},
whose sides are identified by the generators of PSL(2,Z), T (z) = z + 1 and S(z) =
−1/z (see [Ka1, p.55]). Any geodesic can be represented by a series of segments in
F . We will only be interested in oriented geodesic that do not go to the cusps of
M in either direction.

There are several ways of coding geodesics. Here we present two of them.

The geometric code. As we just saw, the sides of F are identified with the
generators of PSL(2,Z), T (z) = z + 1 and S(z) = −1/z. The geometric code (also
known as Morse code) of a geodesic in F (that does not go to the cusp in either
direction) is a bi-infinite sequence of integers. The idea is to code the geodesic by
recording the sides of the region F that are cut by the geodesic. The boundary
of F has three sides, the left and right vertical sides are labeled by T and T−1,
respectively. The circular boundary is labeled by S. Any oriented geodesic, that
does not go to the cusp, returns to the circular boundary of F infinitely often.
The geometric code is obtained as follows. Choose an initial point on the circular
boundary of F and count the number of times it hits the vertical boundary of F
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moving in the direction of the geodesic. We assign a positive integer to each block
of hits of the right vertical side and a negative number to the left vertical side. if
we move the initial point in the opposite direction we obtain a sequence of nonzero
integers

[γ] = [. . . , n−1, n0, n1, . . . ]

that we denote geometric code.

The arithmetic code. An oriented geodesic γ ∈ H is called reduced if its end-
points u, v satisfy 0 < u < 1 and w > 1. Recall that a geodesic which does not go
to the cusp in either direction is such that its end points are irrationals. Consider
the minus continued fraction associated to u and v,

w = n1 +
1

n2 −
1

n3 −
1

n4 − . . .

,
1
u

= n0 −
1

n−1 −
1

n−2 −
1

n−3 − . . .

The following code is given to γ,

(γ) = (. . . , n−2, n−1, n0, n1, n2, . . . ).

Now, it is possible to show that an arbitrary geodesic γ ∈M can also be represented
by doubly infinite sequence. The idea is to construct a cross section for the geodesic
flow on T 1M . Every oriented geodesic can be represented as a bi-infinite sequence
of segments σi between returns to the cross section. To each segment it corresponds
a reduced geodesic γi. It turns out that (see [GK]) all these geodesics have the same
arithmetic code, except for a shift. This sequence is the arithmetic code of γ,

(γ) = (. . . , , n−2, n−1, n0, n1, n2, . . . ).

Definition 6.1. A geodesic γ is called positive if all segments comprising the
geodesic γ in F are positively (clockwise) oriented. The set of vectors in T 1M
tangent to positive geodesics is a non-compact invariant set of the geodesic flow on
T 1M . We call the restriction of the geodesic flow to this set the positive geodesic
flow.

It was shown in [GK] that a geodesic γ is positive if and only if the arithmetic and
the geometric codes for γ coincide.

Constructing an appropriate cross section and computing the first return time func-
tion of the geodesic flow to it, Gurevich and Katok [GK] showed that the positive
geodesic flow on the modular surface can be represented by the suspension flow
(Y ∗,Φ∗). This flow is defined over the countable (two-sided) Markov shift (Σ∗A, σ),
where

Σ∗A := {(xn)n∈Z : A(xn, xn+1) = 1 for every n ∈ Z} .

Here A denotes the transition matrix defined by A(i, j) = 1 for every pair (i, j) ∈
{3, 4, 5, 6, . . . }×{3, 4, 5, 6, . . . } except for the pairs corresponding to the five platonic
bodies, that is (i, j) ∈ {(3, 3), (3, 4), (3, 5), (4, 3), (5, 3)}, where A(i, j) = 0. The roof
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function is given by τ∗(x) = 2 logw(x), where

w(x) = n1 +
1

n2 −
1

n3 −
1

n4 − . . .

,

for x = (. . . n−1, n0, n1, n2, n3 . . . ). Since every potential ρ : Σ∗A → R is coho-
mologous to a potential ρ : Σ∗A → R that only depends on future coordinates,
we can reduce the study of the suspension flow to that of the suspension semi-
flow. Therefore, in order to study the ergodic theory of the positive geodesic flow
it is enough to understand the ergodic theory of the suspension semi-flow (Y,Φ)
defined over the one-sided countable Markov shift (ΣA, σ) with height function
τ : ΣA → R defined by τ(x) = 2 logw(x). Note that (ΣA, σ) satisfies the BIP
property and that if c = (3 +

√
5)/6 then for x = (. . . n−1, n0, n1, n2, n3 . . . ) we

have that 2 log(cn1) ≤ τ(x) ≤ 2 log n1.

Since we want to study the thermodynamic formalism, we start by defining the
class of potentials that we will consider. Denote by

P := {g : Y → R : the potential ∆g is locally Hölder} .

In the next Theorem we establish conditions under which a potential has an equi-
librium measure. This condition is a small oscillation type of condition. This result
first appeared in the note not intended for publication [Io2].

Theorem 6.1. Let g ∈ P be a bounded potential with PΦ(g) <∞. If

(10) sup g − inf g < htop(Φ)− 1
2
,

then g has an equilibrium measure µg ∈MΦ.

Proof. Let us first show that Pσ(∆g − PΦ(g)τ) = 0. Denote by s = inf F and by
S = supF . We have that sτ ≤ ∆g ≤ Sτ . Moreover,

Pσ((s− t)τ) ≤ Pσ(∆F − tτ) ≤ Pσ((S − t)τ).

Let t∗ ∈ (1/2 + S, htop(Φ) + s) (by equation (10) this interval is non degenerate).
We have that

0 < Pσ((s− t∗)τ) ≤ Pσ(∆g − t∗τ) ≤ Pσ((S − t∗)τ) <∞.
Since PΦ(g) < ∞ and by the continuity of the function t → Pσ(∆g − tτ) we have
that Pσ(∆g − PΦ(g)τ) = 0.

It remains to show that the potential ∆g − PΦ(g)τ has an equilibrium measure.
Recall that there exists a Gibbs measure µ associated to this potential. In order to
show that this measure is an equilibrium measure it suffices to prove that

(11)
∫

(∆g − PΦ(g)τ) dµ <∞.

But note that [PU, Chapter 4]
d
dt
Pσ(∆g − tτ)

∣∣∣
t=PΦ(g)

=
∫

(∆g − PΦ(g)τ) dµ.
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Note that we have proved that there exists an interval of the form [Pφ(g)−ε, Pφ(g)+
ε] where the function t → Pσ(∆g − tτ) is finite. The result now follows, because
when finite the function t→ Pσ(∆g − tτ) is real analytic. �

Let us remark that in a wide range of (discrete time) settings, similar small oscil-
lation conditions on the potential have been imposed in order to prove existence
and uniqueness of equilibrium measures. For instance, Hofbauer [Ho] originally in
a symbolic setting and later Hofbauer and Keller [HK] in the context of the angle
doubling map on the circle, gave examples which shows that this type of condition
was essential in their setting in order to have quasi-compactness of the transfer
operator, and hence good equilibrium measures. Later, Denker and Urbański [DU],
for rational maps, used similar conditions to prove uniqueness of equilibrium mea-
sures. Oliveira [Ol] proved the existence of equilibrium measures for potentials
satisfying similar conditions for non-uniformly expanding maps. Also, Bruin and
Todd [BT] in the context of multimodal maps made use of a similar condition to
prove uniqueness of equilibrium measures. Recently, Inoquio-Renteria and Rivera-
Letelier [IR] proved this type of results for rational maps under a very weak small
oscillation condition.

We end up applying the results of the previous sections to obtain phase transitions
in this setting. It is a direct consequence of Theorem 4.1 that,

Theorem 6.2. Consider the positive geodesic flow and the associated suspension
semi-flow (Y,Φ) with roof function τ . Let g ∈ P be a potential such that

lim
n→∞

sup{∆g(x) : x ∈ Cn}
− log n

= 0

We then have the following situation

1. For all t ∈ R we have that PΦ(tg) ≥ 1/2.
2. If for all t ∈ R we have that P (t∆g − (1/2)τ) = ∞ then there is no phase

transition and the function t→ P (tg) is real analytic.
3. If g is strictly positive and there exists t∗ such that P (t∗∆g − (1/2)τ) < ∞

then there exists t0 ∈ R such that t0 = sup{t : P (t0∆g − (1/2)τ) ≤ 0}, and

PΦ(tg) =

{
real analytic and strictly convex if t > t0;
1
2 if t ≤ t0.

6.2. Inducing schemes. The results discussed in the previous sections hold under
a combinatorial assumption on the base shift, namely that it satisfies the BIP
condition. A well known procedure to deal with systems not having this property
is to induce. Let (Σ, σ) be a topologically mixing countable Markov shift. Fix a
symbol in the alphabet, say a ∈ N. The induced system over the cylinder Ca is the
full-shift defined on the alphabet

{Cai1...im : ij 6= a and Cai1...ima 6= ∅} .

The first return time map to the cylinder Ca is defined by

ra(x) := χCa
(x) inf {n ≥ 1 : σn(x) ∈ Ca} ,
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where χCa(x) is the characteristic function of the cylinder Ca. For every potential
φ : Σ→ R we define the induced potential by

φ :=

ra(x)−1∑
k=0

φ ◦ σk
 .

Note that if φ has summable variations then it is also the case for φ. In the same
way, if φ is weakly Hölder then so is φ. Since the original system is topologically
mixing the pressure P (φ) does not depends on the symbol we induce, see [Sa2,
Lemma 2].

Lemma 6.1. Let (Y,Φ) be a suspension semi-flow defined over a topologically mix-
ing countable Markov shift (Σ, σ) with roof function τ of summable variations. Let
g : Y → R be such that ∆g is of summable variations. We have that

P (∆g − sτ) ≤ 0 if and only if P (∆g − sτ) ≤ 0.

Proof. Assume that there exists A > 0 such that

P (∆g − sτ) ≥ A > 0.

By the approximation property, this means that for every ε > 0 there exists a
compact invariant set Σn ⊂ Σ such that

PΣn(∆g − sτ) > A− ε > 0.

In particular there exists an invariant measure in µn ∈ Σn such that

h(µn) +
∫

∆gdµn − s
∫
τdµn > A− 2ε > 0.

Since the measure µn is supported on the compact set Σn the return time function
is such that r ∈ L1(µn). Therefore

h(µn)∫
rdµn

+
∫

∆gdµn∫
rdµn

− s
∫
τdµn∫
rdµn

>
A− 2ε∫
rdµn

> 0.

If we denote by νn the projection onto Σ of the measure µn we have that

P (∆g − sτ) ≥ h(νn) +
∫

∆gdνn − s
∫
τdνn =

h(µn)∫
rdµn

+
∫

∆gdµn∫
rdµn

− s
∫
τdµn∫
rdµn

>
A− 2ε∫
rdµn

> 0.

Let us assume now that P (∆g−sτ) > A > 0. Then by the approximation property
there exists a compactly supported measure νn in Σ which is ergodic, for which
ν(C0) > 0 and the corresponding induced measure µn, induced on the symbol 0,
satisfies

∫
rdµn <∞ and

P (∆g − sτ) ≥ h(νn) +
∫

∆gdνn − s
∫
τdνn =

h(µn)∫
rdµn

+
∫

∆gdµn∫
rdµn

− s
∫
τdµn∫
rdµn

>
A− ε∫
rdµn

> 0.



22 GODOFREDO IOMMI AND THOMAS JORDAN

Indeed, we just need to choose the measure νn supported on a sufficiently large
compact invariant subset of Σ. Multiplying the last equation by

∫
rdµn we obtain

P (∆g − sτ) ≥ h(µn) +
∫

∆gdµn − s
∫
τdµn > A− ε > 0.

�

The above Lemma implies that we can compute the value PΦ(g) either on the
original system (Σ, σ) or in its induced version (Σ, σ). Therefore, we can apply the
results obtained in the previous sections. We define s∞ ∈ R as the unique value
such that

P (−sτ) =

{
∞ if s < s∞;
finite if s > s∞.

Theorem 6.3. Let (Y,Φ) be a suspension semi-flow defined over a topologically
mixing countable Markov shift (Σ, σ) with locally Hölder roof function τ . Let g :
Y → R be such that ∆g is locally Hölder. Assume that

inf
{∫

∆gdν∫
τdν

: ν ∈Mσ

}
= lim
n→∞

sup{∆g(x) : x ∈ Cn}
inf{τ(x) : x ∈ Cn}

= 0

We then have the following situation

1. For all t ∈ R we have that PΦ(tg) ≥ s∞.
2. If for all t ∈ R we have that P (t∆g − s∞τ) = ∞ then there is no phase

transition and the function t→ P (tg) is real analytic.
3. If ∆g is a strictly positive function and there exists t∗ such that P (t∗∆g −
s∞τ) <∞ then there exists t0 ∈ R such that t0 = sup{t : P (t0∆g − s∞τ) ≤
0}, and

PΦ(tg) =

{
real analytic and strictly convex if t > t0;
s∞ if t ≤ t0.
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