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Abstract. This paper is devoted to study ergodic optimisation problems for
almost-additive sequences of functions (rather than a fixed potential) defined
over countable Markov shifts (that is a non-compact space). Under certain
assumptions we prove that any accumulation point of a family of Gibbs equi-
librium measures is a maximising measure. Applications are given in the study
of the joint spectral radius and to multifractal analysis of Lyapunov exponent
of non-conformal maps.

1. Introduction

In statistical mechanics a very important problem is that of describing how do
Gibbs states varies as the temperature changes. Of particular importance is the case
when the temperature decreases to zero. Indeed, this case case is related to ground
states, that is, measures supported on configurations of minimal energy [EFS, Ap-
pendix B.2]. It turns out that materials at low temperature tend to be highly
ordered, they might even reach crystal or quasi crystal configurations. Grounds
states are the measures that account for this phenomena (see [BLL, Chapter 3] for
details). A similar problem, in the context of dynamical systems, has been the sub-
ject of great interest over the last years. Indeed, given a dynamical system (Σ, σ)
and an observable φ : Σ → R we say that a σ-invariant measure µ is a maximising
measure for φ if ∫

φ dµ = sup
{∫

φ dν : ν ∈M
}

,

where M denotes the set of σ−invariant probability measures. In certain cases,
some maximising measures can be described as the limit of Gibbs states as the
temperature goes to zero. Indeed, assume that (Σ, σ) is a transitive sub-shift of
finite type defined over a finite alphabet and that φ is a Hölder potential. It is
well known that for every t ∈ R there exists a unique Gibbs state µt (which is also
an equilibrium measure) for the potential tφ (see [Bow1, Theorem 1.2 and 1.22]).
It turns out that if µ is any weak-star accumulation point of {µt}t>0 then µ is a
maximsing measure (see, for example, [J1, Section 4]). Note that the value t can be
thought of as the inverse of the temperature, hence as the temperature decreases to
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ACT1103 PIA - Conicyt. GI was partially supported by Proyecto Fondecyt 1110040 and YY was
supported by Proyecto Fondecyt Iniciación 11110543.

1



2 GODOFREDO IOMMI AND YUKI YAYAMA

zero the value of t tends to infinity. The theory that studies maximising measures
is usually called ergodic optimisation. See [Bo, J1, J2] for more details.

The purpose of the present paper is to study a similar problem in the context
of countable Markov shifts and for sequences of potentials. To be more precise, let
(Σ, σ) be a countable Markov shift and let F = {log fn}∞n=1 an almost-additive se-
quence of continuous functions log fn : Σ → R (see Section 2 for precise definitions).
We say that a σ-invariant measure µ is a maximising measure for F if

lim
n→∞

1
n

∫
log fn dµ = sup

{
lim

n→∞

1
n

∫
log fn dν : ν ∈M

}
.

In our main result, Theorem 2.2, we prove that under certain assumptions there
exists a sequence of Gibbs states {µt}t>0 corresponding to tF and that this se-
quences has an accumulation point µ. Moreover, the measure µ is maximising for
F . We stress that since the space Σ is not compact the space M is not compact
either. Therefore, the existence of an accumulation point is far from trivial. A
similar problem, in the case of a single function instead of a sequence F , was first
studied by Jenkinson, Mauldin and Urbański [JMU1] (see also [BGa, BF, I]).

Note that even though we prove the existence of an accumulation point for the
sequence {µt}t>0, this does not imply that the limit limt→∞ µt exists. Actually,
in the simpler setting of compact sub-shifts of finite type and Hölder potentials,
Hochman and Chazottes [ChH] constructed an example where there is no con-
vergence. However, under certain finite range assumptions convergence has been
proved in [Br, L, ChGU].

The thermodynamic formalism needed in the context of almost-additive se-
quences for countable Markov shifts was developed in [IY]. In particular, the
existence of Gibbs states was established in [IY, Theorem 4.1]. New results in
this direction are obtained in Section 3, where we establish conditions that en-
sure that certain Gibbs states are actually equilibrium measures (recall that in this
non-compact setting this is not always the case, see [S2, p.1757]).

We stress that our formalism allows us to deal with products of matrices and
it is well suited for applications. In particular, in Section 5, applications of our
results are given to the study of the joint spectral radius of a set of matrices. We
construct an invariant measure that realises the joint spectral radius. Moreover,
we construct a sequence of Gibbs states that can be used to approximate the value
of the joint spectral radius. It should be pointed out that these results are new
even in the case of finitely many matrices. In the same spirit, Section 6 is devoted
to another application of our results in the setting of multifractal analysis. For
non-conformal dynamical systems defined on the plane, we obtain the upper bound
for the Lyapunov spectrum. Moreover, we construct a measure supported on the
maximal level set.

2. Preliminaries

In this section, we give a brief overview of recent results of thermodynamic
formalism for almost-additive sequences on countable Markov shifts. We collect
results mostly from [IY].

Let (Σ, σ) be a one-sided Markov shift over a countable alphabet S. This means
that there exists a matrix (tij)S×S of zeros and ones (with no row and no column
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made entirely of zeros) such that

Σ =
{
x ∈ SN : txixi+1 = 1 for every i ∈ N

}
.

The shift map σ : Σ → Σ is defined by σ(x1x2 . . . ) = (x2x3 . . . ). Sometimes we
simply say that (Σ, σ) is a countable Markov shift. The set

Ci1···in = {x ∈ Σ : xj = ij for 1 ≤ j ≤ n} .

is called cylinder of length n. The space Σ endowed with the topology generated
by cylinder sets is a non-compact space. We denote by M the set of σ-invariant
Borel probability measures on Σ. We will always assume (Σ, σ) to be topologically
mixing, that is, for every a, b ∈ S there exists Nab ∈ N such that for every n > Nab

we have Ca ∩ σ−nCb &= ∅.

Definition 2.1. Let (Σ, σ) be a one-sided countable state Markov shift. For each
n ∈ N, let fn : Σ → R+ be a continuous function. A sequence F = {log fn}∞n=1

on Σ is called almost-additive if there exists a constant C ≥ 0 such that for every
n, m ∈ N, x ∈ Σ, we have

(1) fn(x)fm(σnx)e−C ≤ fn+m(x),

and

(2) fn+m(x) ≤ fn(x)fm(σnx)eC .

Throughout this paper, we will assume the sequence F to be almost-additive.
We also assume the following regularity condition.

Definition 2.2. Let (Σ, σ) be a one-sided countable Markov shift. For each n ∈ N,
let fn : Σ → R+ be continuous. A sequence F = {log fn}∞n=1 on Σ is called a
Bowen sequence if there exists M ∈ R+ such that

(3) sup{An : n ∈ N} ≤ M,

where
An = sup

{
fn(x)
fn(y)

: x, y ∈ Σ, xi = yi for 1 ≤ i ≤ n

}
.

In [IY] thermodynamic formalism was developed for almost-additive Bowen se-
quences. The following definition of pressure is a generalisation of the one given by
Sarig [S1] to the case of almost-additive sequences.

Definition 2.3. Let F = {log fn}n∈N be an almost-additive Bowen sequence, the
Gurevich pressure of F , denoted by P (F), is defined by

P (F) = lim
n→∞

1
n

log

(
∑

σnx=x

fn(x)χCa(x)

)
,

where χCa(x) is the characteristic function of the cylinder Ca.

Let us stress that the limit always exists and does not depend on the choice of
the cylinder. Note that if f : Σ → R is a continuous function, the sequence of
Birkhoff sums of f form an almost additive sequence (in this case the constant C
in definition 2.1 is equal to zero). For every n ∈ N, x ∈ Σ, define fn : Σ → R+

by fn(x) = ef(x)+f(σx)+···+f(σn−1x). Then the sequence {log fn}∞n=1 is additive.
This remark is the link that ties up the thermodynamic formalism for a continuous
function with that of sequences of continuous functions. Therefore, the definition of
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pressure given in definition 2.3 generalises that of Gurevich pressure given by Sarig
[S1]. Also, we note that limn→∞

1
n

∫
log fn dµ =

∫
f dµ for any µ ∈M. Therefore,

the next theorem is a generalisation of the variational principle for continuous
functions to the setting of almost-additive sequence of continuous functions. It was
proved in [IY, Theorem 3.1]. In order to state it we need the following definition,
given f : Σ → R a continuous function, the transfer operator Lf applied to function
g : Σ → R is formally defined by

(Lfg) (x) :=
∑

σz=x

f(z)g(z) for every x ∈ Σ.

Theorem 2.1. Let (Σ, σ) be a topologically mixing countable state Markov shift and
F = {log fn}∞n=1 be an almost-additive Bowen sequence on Σ with ||Lf11||∞ < ∞.
Then −∞ < P (F) < ∞ and

P (F) = sup
{

h(µ) + lim
n→∞

1
n

∫
log fn dµ : µ ∈M and lim

n→∞

1
n

∫
log fn dµ &= −∞

}

= sup
{

h(µ) +
∫

lim
n→∞

1
n

log fn dµ : µ ∈M and
∫

lim
n→∞

1
n

log fn dµ &= −∞
}

.

A measure µ ∈M is said to be an equilibrium measure for F if

P (F) = h(µ) + lim
n→∞

1
n

∫
log fn dµ.

In [B1, M], the notion of Gibbs state for continuous functions was extended to
the case of almost-additive sequences.

Definition 2.4. Let (Σ, σ) be a topologically mixing countable state Markov shift
and F = {log fn}∞n=1 be an almost-additive sequence on Σ. A measure µ ∈ M is
said to be a Gibbs state for F if there exist constants C0 > 0 and P ∈ R such that
for every n ∈ N and every x ∈ Ci1...in we have

(4)
1
C0

≤ µ(Ci1...in)
exp(−nP )fn(x)

≤ C0.

In the case of a single continuous function defined over a countable Markov shift,
there exists a combinatorial obstruction on Σ that prevent the existence of Gibbs
states (see [S2]). This, of course, is also the case in the setting of almost additive
sequences. The combinatorial condition on Σ is the following

Definition 2.5. A countable Markov shift (Σ, σ) is said to satisfy the big images
and preimages property (BIP property) if there exists {b1, b2, . . . , bn} in the alphabet
S such that

∀a ∈ S ∃i, j such that tbiatabj = 1.

In [IY, Theorem 4.1], the existence of Gibbs states for an almost-additive se-
quence of continuous functions defined over a BIP shift Σ was established. More-
over, under a finite entropy assumption it was shown that this Gibbs state is also
an equilibrium measure.

Theorem 2.2. Let (Σ, σ) be a topologically mixing countable state Markov shift
with the BIP property. Let F = {log fn}∞n=1 be an almost-additive Bowen sequence
defined on Σ. Assume that

∑
a∈S sup f1|Ca < ∞. Then there exits a unique invari-

ant Gibbs state µ for F and it is mixing. Moreover, If h(µ) < ∞, then it is the
unique equilibrium measure for F .
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Remark 2.1. Note that
∑

a∈S sup f1|Ca < ∞ implies that −∞ < P (F) < ∞.

3. Existence of Gibbs equilibrium states

In Theorem 2.2 we established conditions under which the existence of a Gibbs
state µ for an almost-additive sequence F = {log fn}∞n=1 is guaranteed. It might
happen that h(µ) = ∞ and that limn→∞

1
n

∫
log fn dµ = −∞. In this case, since

the sum of these two quantities is meaningless, we don’t say that the measure µ
is an equilibrium measure. However, if h(µ) < ∞ then µ is indeed an equilibrium
measure. The purpose of the following section is to establish other conditions that
would also imply that the Gibbs state µ is an equilibrium measure. Our result
could be compared with those in [MU1], where a single function (instead of an
almost-additive sequence) is studied.

Proposition 3.1. Let (Σ, σ) be a topologically mixing countable state Markov shift
with the BIP property. Let F = {log fn}∞n=1 be an almost-additive Bowen defined
on Σ satisfying

∑
i∈N sup f1|Ci < ∞ and µF be the unique invariant Gibbs state for

F . The followings statements are equivalent:

(1) hµF (σ) < ∞,
(2) limn→∞

1
n

∫
log fndµF > −∞,

(3)
∫

log f1dµF > −∞,
(4)

∑∞
i=1 sup{log f1(x) : x ∈ Ci} sup{f1(x) : x ∈ Ci} > −∞.

Therefore, if one of the above is satisfied, then µF is the unique Gibbs equilibrium
state for F .

Proof. Suppose we have (1), it follows from Theorem 2.2 that µF is the unique
Gibbs equilibrium state for F , thus (1) implies (2). Assume now (2). Since∑

i∈N sup f1|Ci < ∞ implies −∞ < P (F) < ∞, it is a direct consequence of the
variational principle that hµF (σ) < ∞. Thus (2) implies (1). Next we show that
(2) if and only if (3). It directly follows form Definition 2.1 (equations (1) and (2)),
that

−n− 1
n

C +
∫

log f1(x)dµF ≤ 1
n

∫
log fndµF ≤ n− 1

n
C +

∫
log f1dµF .

Letting n →∞, we obtain the result. Now we show that (3) if and only if (4). Fix
i ∈ N. Since F is a Bowen sequence on Σ, there exists M such that

sup
{

f1(x)
f1(y)

: x1 = y1 = i

}
≤ M.

This implies that − log M ≤ log f1(x)− log f1(y) ≤ log M for any x, y ∈ Ci. There-
fore,

sup
{

log
f1(x)
M

: x ∈ Ci

}
≤ inf {log f1(x) : x ∈ Ci} .
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Let xi be an arbitrary point in Ci , then
∫

log f1dµF =
∞∑

i=1

∫

Ci

log f1dµF

≥
∞∑

i=1

inf {log f1(x) : x ∈ Ci} e−P (F) f1(xi)
C0

≥
∞∑

i=1

sup
{

log
f1(x)
M

: x ∈ Ci

}
e−P (F) f1(xi)

C0
,

where in the second inequality we used the definition of Gibbs sate. Taking the
supremun over xi ∈ Ci, we have

∫
log f1dµF ≥ e−P (F)

C0

∞∑

i=1

sup
{

log
f1(x)
M

: x ∈ Ci

}
sup{f1(x) : x ∈ Ci}.

Therefore, (4) implies (3). To see that (3) implies (4), consider
∫

log f1dµF =
∞∑

i=1

∫

Ci

log f1dµF

≤ e−P (F)C0

∑

i=1

sup{log f1(x) : x ∈ Ci}f1(xi)

≤ e−P (F)C0

∑

i=1

sup{log f1(x) : x ∈ Ci} sup{f1(x) : x ∈ Ci}.

Therefore, the desired result is obtained. !
The rest of the section is devoted to study the relation between the Gibbs equilib-

rium state for log f1 on Σ and that for F = {log fn}∞n=1 on Σ. We begin establishing
conditions on a continuous function log f1 so that it has a Gibbs equilibrium state
(see [MU1, S1, S2] for related work).

Proposition 3.2. Let (Σ, σ) be a topologically mixing countable Markov shift with
the BIP property. Suppose that log f1 is a continuous function on Σ satisfying:

(1) supn∈N
{

f1(x)f1(σx)...f1(σ
n−1x)

f1(y)f1(σx)...f1(σn−1y) : xi = yi, 1 ≤ i ≤ n
}

< ∞,

(2)
∑

i∈N esup log f1|Ci < ∞.
Then there exists a unique invariant Gibbs measure µlog f1 for log f1. Moreover,

(1) If
∫

log f1dµlog f1 > −∞, then µlog f1 is the unique Gibbs equilibrium state
for log f1.

(2)
∫

log f1dµlog f1 > −∞ if and only if
∑∞

i=1 sup{log f1(x) : x ∈ Ci} sup{f1(x) :
x ∈ Ci} > −∞.

Proof. Let g(x) = log f1(x) and gn(x) = eg(x)+g(σx)+···+g(σn−1x). Define Φ =
{log gn}∞n=1. We have that Φ is an additive Bowen sequence. Indeed, we only
need to prove that Φ is a Bowen sequence. In order to do so, we note that for each
n ∈ N we have

sup
{

gn(x)
gn(y)

: xi = yi, 1 ≤ i ≤ n

}
=

sup
{

f1(x)f1(σx) . . . f1(σn−1x)
f1(y)f1(σx) . . . f1(σn−1y)

: xi = yi, 1 ≤ i ≤ n

}
.
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The claim now follows from assumption (5). It is a direct consequence of assumption
(7) that −∞ < P (Φ) < ∞. Therefore, by Theorem 2.2, there exists a unique
invariant Gibbs state µΦ for Φ. Since P (Φ) = P (log f1) we have that µΦ is the
unique invariant Gibbs state for log f1. Moreover, since for any µ ∈ M we have
that limn→∞

1
n

∫
log gndµ =

∫
log f1dµ, then if

∫
log f1dµΦ > −∞, it follows that

µΦ is the unique Gibbs equilibrium state for log f1. This proves the first part of the
Proposition. The second claim is proved in the exact same way as the corresponding
one in Proposition 3.1. !

Corollary 3.1. Let (Σ, σ) be a topologically mixing countable Markov shift with the
BIP property. Suppose that the function log f1 : Σ → R is of summable variation
and satisfies

∑
i∈N esup log f1|Ci < ∞. Then,

sup
n∈N

{
f1(x)f1(σx) . . . f1(σn−1x)
f1(y)f1(σx) . . . f1(σn−1y)

: xi = yi, 1 ≤ i ≤ n

}
< ∞

and
(1) If

∫
log f1dµlog f1 > −∞, then µlog f1 is the unique Gibbs equilibrium state

for log f1.
(2)

∫
log f1dµlog f1 > −∞ if and only if

∑∞
i=1 sup{log f1(x) : x ∈ Ci} sup{f1(x) :

x ∈ Ci} > −∞.

Proof. Since log f1 is summable variation, there exists N ∈ R such that
∞∑

n=1

sup
{∣∣∣∣log

f1(x)
f1(y)

∣∣∣∣ : xi = yi, 1 ≤ i ≤ n

}
≤ N.

Therefore, for x, y ∈ Σ such that xi = yi, 1 ≤ i ≤ n we have that

log
f1(x)f1(σx) . . . f1(σn−1x)
f1(y)f1(σy) . . . f1(σn−1y)

≤

sup
{

log
f1(x)
f1(y)

: xi = yi, 1 ≤ i ≤ n

}
+

sup
{

log
f1(σx)
f1(σy)

: (σx)i = (σy)i, 1 ≤ i ≤ n− 1
}

+ . . .

+ · · ·+ sup
{

log
f1(σn−1x)
f1(σn−1y)

: (σn−1x)i = (σn−1y)i, i = 1
}

≤ N.

Then

sup
n∈N

{
f1(x)f1(σx) . . . f1(σn−1x)
f1(y)f1(σy) . . . f1(σn−1y)

: xi = yi, 1 ≤ i ≤ n

}
≤ eN ,

and the result follows. !

The next theorem characterises the existence of a Gibbs equilibrium state for F
in terms of the existence of the Gibbs equilibrium state for log f1.

Theorem 3.1. Let Σ be a topologically mixing countable Markov shift with the BIP
property. Let F = {log fn}∞n=1 be an almost-additive Bowen sequence on Σ, with∑

i∈N sup f1|Ci < ∞ and

sup
n∈N

{
f1(x)f1(σx) . . . f1(σn−1x)
f1(y)f1(σx) . . . f1(σn−1y)

: xi = yi, 1 ≤ i ≤ n

}
< ∞.
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Then F has a unique Gibbs equilibrium state µF if and only if log f1 has a unique
Gibbs equilibrium state µlog f1 .

Proof. To begin with, note that P (log f1) < ∞ and that the assumptions made on
f1 together with Proposition 3.2 imply that there exists a Gibbs state µlog f1 for
log f1.

Let us first assume that there exists a unique Gibbs equilibrium state, µF , for
F and prove that µlog f1 is an equilibrium measure for log f1. Since µF is a Gibbs
equilibrium state we have that limn→∞

1
n

∫
log fndµF > −∞. Proposition 3.1 then

implies that
∞∑

i=1

sup{log f1(x) : x ∈ Ci} sup{f1(x) : x ∈ Ci} > −∞.

Thus, there exists constants C ′0, M
′ ∈ R+ such that

∫
log f1dµlog f1 ≥

e−P (log f1)

C ′0

∞∑

i=1

sup
{

log
f1(x)
M ′ : x ∈ Ci

}
sup{f1(x) : x ∈ Ci}.

Therefore,
∫

log f1dµlog f1 > −∞ and we can conclude that µlog f1 is the unique
Gibbs equilibrium state for log f1.

Conversely, suppose log f1 has a unique Gibbs equilibrium state µlog f1 . Then∫
log f1dµlog f1 > −∞ and Proposition 3.2 implies that

∞∑

i=1

sup{log f1(x) : x ∈ Ci} sup{f1(x) : x ∈ Ci} > −∞.

Therefore, applying Theorem 2.2 and Proposition 3.1 we obtain that µF is the
unique Gibbs equilibrium state for F . !
Remark 3.1. A similar result to that in Corollary 3.1 but under different regularity
assumptions was proved in [MU1].

Corollary 3.2. Let Σ be a topologically mixing countable Markov shift with the
BIP property. Let F = {log fn}∞n=1 be an almost-additive Bowen sequence on X,
where log f1 is summable variation that satisfies

∑
i∈N sup f1|Ci < ∞. Then F

has a unique Gibbs equilibrium state µF if and only if log f1 has a unique Gibbs
equilibrium state µlog f1 .

Proof. The result immediately follows from Proposition 3.2 and Theorem3.1. !

4. Zero temperature limits of Gibbs equilibrium states

This section is devoted to state and prove our main result. We prove that for
a certain class of almost-additive potentials we can associate a family of Gibbs
equilibrium measures and that this sequence has, at least, one accumulation point.
It turns out that this measure is a maximising one. This result generalise the zero
temperature limit theorems obtained for a single function in the compact (see [J1,
Section 4] ) and in the non-compact settings (see [JMU1, BGa, BF, I]). The major
difficulty we have to face in this context is that the space of invariant probability
measures is not compact, hence the existence of an accumulation point is far from
trivial. The techniques we use in the proof are inspired in results by Jenkinson,
Mauldin and Urbański [JMU1]. We begin by defining the class of sequence of
potentials that we will be interested in.
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Definition 4.1. Let (Σ, σ) be a countable Markov shift satisfying the BIP property.
A sequence of continuous functions F = {log fn}∞n=1, with fi : Σ → R, belongs the
class R if it satisfies the following properties:

(1) The sequence F is almost-additive, Bowen and
∑

i∈N sup f1|Ci < ∞.
(2)

∑∞
i=1 sup{log f1(x) : x ∈ Ci} sup{f1(x) : x ∈ Ci} > −∞.

Remark 4.1. Note that it follows from Theorem 2.2 that if F ∈ R then there
exists a unique invariant Gibbs measure µF for F . In particular, using Proposition
3.1 and (2) in Definition 4.1, for every t ∈ R, there exists a unique invariant Gibbs
measure µtF for tF .

We begin proving the upper semi-continuity of the limit of the integrals. This is
an essential result and it holds under weaker assumptions than those considered in
the definition of the class R.

Lemma 4.1. Let (Σ, σ) be a countable Markov shift and F = {log fn}∞n=1 an
almost-additive sequence of continuous functions on Σ with sup f1 < ∞. Then the
map m : M→ R defined by m(µ) = limn→∞

1
n

∫
log fndµ is upper semi continuous.

Proof. We use an argument similar to that in the proof of [Y, Proposition 3.7]. Let
{µi}∞n=1 be a sequence of measures in M which converge to the measure µ ∈M in
the weak* topology.

Let M1 ∈ R be such that sup f1 ≤ M1 and C ∈ R the almost-additive constant
that appear in equations (1) and (2) in Definition 2.1. Let gn(x) = fn(x)eC and
note that {log gn}∞n=1 is a sub-additive sequence. Moreover, (log g1(x))+ ≤ log M1+
log eC and so (log g1)+ ∈ L1(µi) for each i ∈ N. Also, for each fixed n ∈ N we have
that (log gn(x))+ ≤ n log M1 + nC < ∞ which implies that for each i ∈ N we have
(log gn)+ ∈ L1(µi). The sub-additive ergodic theorem (see [W, Theorem 10.1])
implies that for each fixed µi ∈M and k ∈ N we have,

lim
n→∞

1
n

∫
log gndµi ≤

1
k

∫
log gkdµi.

Thus,

lim
n→∞

1
n

∫
log fndµi ≤

1
k

∫
log fkdµi +

C

k
.

Therefore,

lim sup
i→∞

lim
n→∞

1
n

∫
log fndµi ≤

1
k

∫
log fkdµ +

C

k
.

Letting k →∞, we obtain

lim sup
i→∞

lim
n→∞

1
n

∫
log fndµi ≤ lim

k→∞

1
k

∫
log fkdµ,

which shows that lim supi→∞m(µi) ≤ m(µ), concluding the proof. !
In our next Lemma we we consider a one parameter family of Gibbs measures

µt corresponding to a family tF . We show how do the constants in the Gibbs
property depend upon the parameter t. The proof of the Lemma strongly uses the
combinatorial assumptions we made on the system and an approximation argument
we now describe. Since (Σ, σ) is topologically mixing and has the BIP property,
there exist k ∈ N and a finite collection W of admissible words of length k such that
for any a, b ∈ S, there exists w ∈ W such that awb is admissible (see [S2, p.1752]
and [MU1]). Denote by A the transition matrix for Σ. It is known (see [IY, S1])
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that rearranging the set N, there is an increasing sequence {ln}∞n=1 such that the
matrix A|{1,...,ln}×{1,...,ln} is primitive (for a definition of primitive see [MU2, p.5]).
Let Yln be the topologically mixing finite state Markov shift with the transition
matrix A|{1,...,ln}×{1,...,ln}. Then there exists p ∈ N such that for all n ≥ p, the set
Yln contains all admissible words in W . We denote by Bn(Yl) the set of admissible
words of length n in Yl. Given w ∈ W we let Nw = sup{fk(z) : z ∈ Cw} and
N̄ = min{Nw : w ∈ W}. The proof of the next Lemma makes use of ideas from
[IY, Claim 4.1].

Lemma 4.2. Let (Σ, σ) be a countable Markov shift with the BIP property and
F ∈ R. Let t ∈ R and µtF be the unique invariant Gibbs measure for tF . Then,
for every n ∈ N and for all x ∈ Ci1...in , we have

µtF (Ci1...in)
e−nP (tF)f t

n(x)
≤

(
Me6C

D5

)t

,

where D = N̄e−3C/(M3e(k−1)C(
∑

i∈N f1|Ci)k).

Proof. Fix t ∈ N and Ylm with m ≥ p. In order to simplify the notation we denote
Ylm by Y . Recall that Y is a compact set. Define αY

n,t :=
∑

i1···in∈Bn(Y ) sup{f t
n|Y (y) :

y ∈ Ci1...in}. For l ∈ N, let νl,t be the Borel probability measure on Y defined by

νl,t(Ci1...il) =
sup{f t

l |Y (y) : y ∈ Ci1...il}
αY

l,t

.

Let ai1...il := sup{f t
l |Y (y) : y ∈ Ci1...il}. Let n ∈ N and l ≥ n + k. Using the same

arguments used to prove equations (15), (16), (17) of [IY, Claim 4.1], for each fixed
i1 . . . in ∈ Bn(Y ), we have

(5)
∑

t1...tl

sup{f t
n+l|Y (y) : y ∈ Ci1...int1...tl} ≥

N̄ te−2Ct

M3t
ai1...inαY

l−k,t.

It is easy to see that

(6) αY
l,t ≤ eCtαY

n,tα
Y
l−n,t.

Thus we obtain

(7) αY
n+l,t ≥

N̄ te−3CtαY
n,tα

Y
l,t

M3tαY
k,t

.

Also, from the proof of [IY, Claim 4.1], we have that

(8) αY
k,t ≤ e(k−1)Ct

(
∑

i∈N
f1|Ci

)tk

.

Using (5), (7) and (8), we obtain

(9) αY
n+l,t ≥ DtαY

n,tα
Y
l,t.

Therefore, again using the arguments in the proof of [IY, Claim 4.1], we obtain

(10) DtαY
n,t ≤ enP (tF|Y ) ≤ eCtαY

n,t.
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Now, for each fixed i1 . . . in ∈ Bn(Y ), we have

νl,t(Ci1...in)

≤
∑

j1...jl−n

sup{f t
l |Y (y) : y ∈ Ci1...inj1...jl−n}

αY
l,t

≤
∑

j1...jl−n

eCt sup{f t
n|Y (y)f t

l−n|Y (σny) : y ∈ Ci1...inj1...jl−n}
αY

l,t

≤ eCt
∑

j1...jl−n

sup{f t
n|Y (y) : y ∈ Ci1...in} sup{f t

l−n|Y (σny) : y ∈ Ci1...inj1...jl−n}
αY

l,t

≤ eCt

αY
l,t

sup{f t
n|Y (y) : y ∈ Ci1...in}

∑

j1...jl−n

sup{f t
l−n|Y (y) : y ∈ Cj1......jl−n}

≤ eCt

DtαY
n,t

sup{f t
n|Y (y) : y ∈ Ci1...in} (by (9))

≤ e2Cte−nP (tF|Y )

Dt
sup{f t

n|Y (y) : y ∈ Ci1...in} (by (10)).

Therefore, we obtain

(11)
νl,t(Ci1...in)

ai1...ine−nP (tF|Y )
≤ e2Ct

Dt
.

Using the property of bounded variation, for all y ∈ Ci1...in , we have

(12)
νl,t(Ci1...in)

f t
n|Y (y)e−nP (tF|Y )

≤ e2CtM t

Dt
.

Also,

νl,t(Ci1...in) ≥ N̄ te−2Ct

αY
l,tM

3t
ai1...inαY

l−n−k,t (by (5)) ≥
N̄ te−2Ctai1...inαY

l−n,t

αY
l,tα

Y
k,tM

3teCt
(by (6))

≥ Dtai1...in

eCtαY
n,t

(by (6) and (8)) ≥ D2t

eCt
ai1...ine−nP (tF|Y ) (by (10)).

Thus

(13)
νl,t(Ci1...in)

ai1...ine−nP (tF|Y )
≥ D2t

eCt
.

Hence we obtain for each y ∈ Ci1...in

(14)
D2t

eCt
≤ νl,t(Ci1...in)

f t
n|Y (y)e−nP (tF|Y )

≤ e2CtM t

Dt
.

Consider now a convergent subsequence {νlk,t}∞k=1 of {νl,t}∞l=1 and let νt be the
corresponding limit point. Then νt also satisfies (11),(12), (13) and (14). We know
by [B1, Lemma 2] that νt is ergodic. Using the arguments in [B1], we construct
σ-invariant ergodic Gibbs measure µtF|Y for tF|Y . A limit point of the sequence
{ 1

n

∑n−1
l=1 νt ◦ σ−l}∞n=1 is the unique equilibrium state for tF|Y which is also Gibbs
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(see [IY]). Let i1 . . . in ∈ Bn(Y ) be fixed, then

νt(σ−l(Ci1...in))

≤ e2Ct

Dt

∑

j1...jli1...in

sup{f t
l+n|Y (y) : y ∈ Cj1...jlii...in}e−(l+n)P (tF|Y ) (replacing νl,t by νt in (11))

≤ e3Ct

Dt

∑

j1...jl

sup{f t
l (y)f t

n(σly) : y ∈ Cj1...jli1...in}e−(l+n)P (tF|Y )

≤ e3Ct

Dt
sup{f t

n(y) : y ∈ Ci1...in}αY
l,te

−(l+n)P (tF|Y )

≤ e3Ct

D2t
sup{f t

n(y) : y ∈ Ci1...in}e−nP (tF |Y ) (by (10)).

Therefore, using (13) (replacing νl,t by νt), we have

νt(σ−l(Ci1...in)) ≤ e4Ct

D4t
νt(Ci1...in).

Using (14) (replacing νl,t by νt), for all y ∈ Ci1...in ,

1
n

n∑

i=1

νt(σ−1(Ci1...in)) ≤ e6CtM tf t
n|Y (y)e−nP (tF|Y )

D5t
,

and hence for all y ∈ Ci1...in ,

(15) µtF|Y (Ci1...in) ≤ e6CtM tf t
n|Y (y)e−nP (tF|Y )

D5t
.

Therefore, for each fixed lm, m ≥ p, tF|Ylm
has a unique equilibrium state µtF|Ylm

which is Gibbs and satisfies (15) (replacing µtF|Y by µtF|Ylm
). The proof of [IY,

Theorem 4.1] shows that (15) holds when we replace µtF|Y by the unique Gibbs
equilibrium state µ for F . This proves the lemma. !
Lemma 4.3. The family of Gibbs equilibrium states {µtF}∞t=1 is tight, i.e., for
all ε > 0, there exists a compact set K ⊂ Σ such that for all t ≥ 1 we have
µtF (K) > 1− ε .

Proof. The proof is based on [JMU1, Lemma 2]. Let ε > 0. We construct an
increasing sequence of positive integers {nk}∞k=1 such that the compact set

K = {x ∈ Σ :1 ≤ xk ≤ nk, for all k ∈ N}
satisfies µtF (K) > 1 − ε for all t ≥ 1. Let πk : Σ → N be the projection map into
the k-th coordinate. Note that

µtF(K) =µtF (Σ ∩ (∪∞k=1{x ∈ Σ : xk > nk})c)

≥ 1−
∞∑

k=1

µtF ({x ∈ Σ : xk > nk})

= 1−
∞∑

k=1

∞∑

i=nk+1

µtF (π−1
k (i))

= 1−
∞∑

k=1

∞∑

i=nk+1

µtF [Ci].
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Therefore, in order to show that {µtF}∞t=1 is tight, it is enough to find {nk}∞k=1
such that

(16)
∞∑

i=nk+1

µtF [Ci] <
ε

2k
, for all k ∈ N, t ≥ 1.

Now, let N = Me6C/D5 in Lemma 4.2. If n = 1, we have

µtF [Ci] ≤ N te−P (tF) sup{f t
1(x) : x ∈ Ci} for all t ≥ 1.

Now, let m be any σ-invariant Borel probability measure for which the limit

I = lim
n→∞

1
n

∫
log fndm

is finite. Then

P (tF)− tI = sup
{

hµ(σ) + t lim
n→∞

1
n

∫
log fndµ : µ ∈M

}
− tI

= P (tF − tI) ≥ hm(σ) ≥ 0.

Therefore, for t ≥ 1,

µtF [Ci] ≤ N te−P (t(F−I))e−tI(sup{f1(x) : x ∈ Ci})t(17)

≤ (N te−tI(sup{f1(x) : x ∈ Ci})t(18)

=
(
Ne−I

)t
(sup{f1(x) : x ∈ Ci})t(19)

Note that Definition 4.1 (1) implies that, given ε > 0, we can find J ∈ N such that

(20)
∑

i>J

sup{f1(x) : x ∈ Ci} <
ε

Ne−I

1
2k

.

Now we show equation (16). Using (17) and (20), we obtain
∑

i>J

µtF [Ci] ≤
(
Ne−I

)t ∑

i>J

(sup{f1(x) : x ∈ Ci})t

=
( ε

2k

)t
≤ ε

2k
.

Thus we obtain (16). !
Remark 4.2. Lemma 4.3 implies that the family of Gibbs equilibrium states
{µtF}∞n=1 has a subsequence that converges weakly to a σ-invariant Borel prob-
ability measure µ.

Before stating our main result, we prove a Lemma of thermodynamic nature.
We show that under certain assumptions the pressure function t /→ P (tF) is dif-
ferentiable and we give an explicit formula for its derivative. This result could be
compared with the case of a single potential (see [PP, Chapter 4]).

Lemma 4.4. Let (Σ, σ) be a countable Markov shift with the BIP property and let
F ∈ R, then the function t → P (tF), when finite, is differentiable. Moreover,

d

dt
P (tF)

∣∣∣
t=s

= lim
n→∞

1
n

∫
log fndµsF .

The proof of this Lemma closely follows the arguments developed in [B3, Theo-
rem 10.4.1] and in [BD, K].
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Proof. We will prove that if the almost-additive families F and G belong to R. In
particular F + tG ∈ R. Denote by µt and µF the Gibbs measures corresponding to
F + tG and F respectively. It is a direct consequence of the variational principle
that

P (F + tG)− P (F) ≥ h(µF ) + lim
n→∞

1
n

∫
(fn + tgn)dµF − P (F) =

t lim
n→∞

1
n

∫
gndµF .

Moreover,

P (F + tG)− P (F) = P (F + tG)− P (F + tG − tG) ≤

P (F + tG)− h(µt)− lim
n→∞

1
n

∫
(fn + tgn − tgn)dµt =

t lim
n→∞

1
n

∫
gndµt.

We therefore have for t > 0 that

lim
n→∞

1
n

∫
gndµF ≤ P (F + tG)− P (F)

t
≤ lim

n→∞

1
n

∫
gndµt.

On the other hand, if t < 0 we obtain

lim
n→∞

1
n

∫
gndµF ≥ P (F + tG)− P (F)

t
≥ lim

n→∞

1
n

∫
gndµt.

We conclude the proof noticing that since there exists a unique equilibrium measure
for F we obtain that

lim
t→0

(
lim

n→∞

1
n

∫
gndµt

)
= lim

n→∞

1
n

∫
gndµF .

!

We now state and prove our main result.

Theorem 4.1. Let (Σ, σ) be a countable Markov shift with the BIP property and
let F ∈ R. Denote by µ ∈ M any accumulation point of the sequence of Gibbs
equilibrium measures {µtF}∞t=1. Then

(21) lim
n→∞

1
n

∫
log fndµ = lim

t→∞
lim

n→∞

1
n

∫
log fndµtF ,

and µ is a maximising measure for F .

Proof. Assume that {µtkF}∞k=1 converges weakly to µ ∈M. Note that if

lim
n→∞

1
n

∫
log fndµ = −∞,

then the result is immediate by Lemma 4.1. Therefore, in what follows we assume
that

−∞ < lim
n→∞

1
n

∫
log fndµ.

We consider the sub-additive sequence defined by {log fneC}∞n=1. Note that since∑∞
i=1 sup f1|Ci < ∞, there exists M1 ∈ R such that sup f1 ≤ M1. Therefore, for
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each t ∈ R we have that (log f1eC)+ ∈ L1(µtF ). Applying the sub-additive ergodic
theorem (see [W, Theorem 10.1]), we obtain that for m ∈ N we have

lim
n→∞

1
n

∫
log fndµtF = lim

n→∞

∫
1
n

log fneCdµtF(22)

≤ 1
m

∫
log fmeCdµtF ≤ 1

m

∫
log fmdµtF +

C

m
.(23)

Similarly, we consider the sub-additive sequence of continuous functions {log eC

fn
}∞n=1.

We claim that for each t ∈ R we have (log eC

f1
)+ ∈ L1(µtF ). In order to prove this

claim first note that since for each t ∈ R the measure µtF is a Gibbs equilibrium
state for tF ; we have (see Theorem 3.1)

−∞ < lim
n→∞

1
n

∫
log fndµtF .

Therefore, for every m ∈ N we have

−∞ < lim
n→∞

1
n

∫
log fndµtF ≤ 1

m

∫
log fmdµtF +

C

m
.

Thus, there exists a constant M2 ∈ R, where M2 depends on t, such that

M2 ≤
∫

log f1dµtF ≤ M1.

Note that∫
log f1dµtF =

∫

{x:f1(x)>1}
log f1dµtF +

∫

{x:f1(x)≤1}
log f1dµtF ,

and 0 ≤
∫
{x:f1(x)>1} log f1dµtF ≤ M1. We thus obtain

−
∫

{x:f1(x)≤1}
log f1dµtF =

∫

{x:f1(x)>1}
log f1dµtF −

∫
log f1dµtF .

Therefore,

−M1 ≤
∫

{x:f1(x)≤1}
log

1
f1

dµtF ≤ M1 −M2,

which implies that (log eC

f1
)+ ∈ L1(µtF ). Applying the sub-additive ergodic theorem

to the sequence {log eC

fn
}∞n=1, for each t ∈ R and m ∈ N we obtain

lim
n→∞

1
n

∫
log

1
fn

dµtF ≤ 1
m

∫
log

eC

fm
dµtF .

Hence,

(24)
1
m

∫
log fmdµtF −

C

m
≤ lim

n→∞

1
n

∫
log fndµtF .

Replacing µtF by µtkF in equations (22) and (24), we obtain

(25) lim
n→∞

1
n

∫
log fndµtkF ≤ 1

m

∫
log fmdµtkF +

C

m

and

(26)
1
m

∫
log fmdµtkF −

C

m
≤ lim

n→∞

1
n

∫
log fndµtkF .
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Letting k →∞ in (25) we obtain

(27) lim sup
k→∞

lim
n→∞

1
n

∫
log fndµtkF ≤ 1

m

∫
log fmdµ +

C

m

and

(28) lim inf
k→∞

lim
n→∞

1
n

∫
log fndµtkF ≤ 1

m

∫
log fmdµ +

C

m
.

On the other hand, letting k →∞ in (26), we obtain

(29)
1
m

∫
log fmdµ− C

m
≤ lim inf

k→∞
lim

n→∞

1
n

∫
log fndµtkF

and

(30)
1
m

∫
log fmdµ− C

m
≤ lim sup

k→∞
lim

n→∞

1
n

∫
log fndµtkF .

Letting m →∞ in equations (27), (28), (29) and (30), we have

lim inf
k→∞

lim
n→∞

1
n

∫
log fndµtkF = lim sup

k→∞
lim

n→∞

1
n

∫
log fndµtkF(31)

= lim
n→∞

1
n

∫
log fndµ < ∞.(32)

The last inequality follows from the fact that for any µ ∈M we have

lim
n→∞

1
n

∫
log fndµ ≤

∫
log f1dµ + C ≤

∞∑

i=1

sup f1|Ci + C < ∞.

Let us consider the pressure function map p : R → R defined by p(t) = P (tF).
This is a convex function (see [IY, Corollary 3.2]) and, when finite, is differentiable
(see Lemma 4.4). Thus, its derivative, which is given by

p′(t) = lim
n→∞

1
n

∫
log fndµtF ,

is non-decreasing. Moreover, since limn→∞
1
n

∫
log fndµtF ≤

∫
log f1dµtF+C < ∞,

we have that the limit limt→∞ p′(t), exists. This fact together with the equality
(31) proves the equality (21) of Theorem4.1.

lim
n→∞

1
n

∫
log fndµ = lim

t→∞
lim

n→∞

1
n

∫
log fndµtF .

Finally, we show that the accumulation point µ ∈M is a maximising measure,
i.e., for all ν ∈M, limn→∞

1
n

∫
log fndµ ≥ limn→∞

1
n

∫
log fndν. In order to prove

this we will make use of Lemma 4.4 together with standard arguments in ergodic
optimisation (see for example [JMU1, Theorem 1]) Assume by way of contradic-
tion that µ is not a maximising measure. Then, there exists ν ∈ M and ε > 0
satisfying limn→∞

1
n

∫
log fndν − limn→∞

1
n

∫
log fndν = ε > 0. It is clear that

limn→∞
1
n log fndν < ∞. Since −∞ < P (F) < ∞, we have hν(σ) < ∞. Now

define the map lν : R → R by lν(t) = hν(σ) + t lim 1
n

∫
log fndν. Since the map

t → p′(t) is non-decreasing and

lim
t→∞

p′(t) = lim
n→∞

1
n

∫
log fndµ,
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for every large enough t ∈ R we have

lim
n→∞

1
n

∫
log fndµ ≥ lim

n→∞

1
n

∫
log fndµtF = p′(t).

Thus
l′ν(t) = lim

n→∞

1
n

∫
log fndν = lim

n→∞

1
n

∫
log fndµ + ε

for all t ≥ 1. This will give us a contradiction to Theorem 2.1. Therefore, µ is
F-maximising.

!
We stress that the result obtained in Theorem 4.1 is new even in the compact

setting, where convergence of Gibbs states directly follows as a consequence of the
fact that the space of invariant measures is compact. Also note that in this compact
setting, since the system has finite topological entropy, every Gibbs measure is an
equilibrium measure.

Corollary 4.1. Let (Σ, σ) be a transitive sub-shift of finite type defined over a finite
alphabet and let F be an almost-additive Bowen sequence on Σ. Denote by µ ∈M
any accumulation point of the sequence of Gibbs equilibrium measures {µtF}∞t=1.
Then

lim
n→∞

1
n

∫
log fndµ = lim

t→∞
lim

n→∞

1
n

∫
log fndµtF ,

and µ is a maximising measure for F .

Proof. Since (Σ, σ) is a sub-shift of finite type over a finite alphabet, it is clear that
F satisfies (1) and (2) of Definition 4.1. Now we apply Theorem 4.1. !

5. The Joint spectral radius

In this section we will show that the techniques developed in this paper have in-
teresting applications in functional analysis. Even in the compact (finite alphabet)
setting, Theorem 4.1 can be used to obtain results in spectral theory. We begin
recalling some basic definitions. Let A be a d × d real matrix, the spectral radius
of A, is defined by

ρ(A) = max{|λ| : λ is an eigenvalue of A}.
It is well known that if ‖ · ‖ is any sub-multiplicative matrix norm the following
relation (sometimes called Gelfand property) holds

ρ(A) = lim
n→∞

‖A‖1/n.

Let A := {A1, A2, . . . , Ak} be a a set of d × d real matrices and ‖ ·‖ a sub-
multiplicative matrix norm. The joint spectral radius *(A) is defined by

*(A) := lim
n→∞

max
{
‖Ain · · ·Ai1‖1/n : ij ∈ {1, 2, . . . , k}

}
.

This notion, that generalises the notion of spectral radius to a set of matrices, was
introduced by G.-C. Rota and W.G. Strang in 1960 [RS]. Interest on it was strongly
renewed by its applications in the study of wavelets discovered by Daubechies and
Lagarias [DL1, DL2]. The value of *(A) is independent of the choice of the norm
since all of them are equivalent. There exists a wide range of applications of the
joint spectral radius in different topics including not only wavelets [P], but for
example, combinatorics [DST]. Lagarias and Wang [LW] conjectured that for any
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finite set of matrices A there exists integers {i1, . . . , in} such that the periodic
product Ai1 · · ·Ain satisfies

*(A) = ρ(Ain · · ·Ai1)
1/n.

This conjecture was proven to be false by Bousch and Mariesse [BoM] and explicit
counterexamples were first obtained by Hare, Morris, Sidorov and Theys [HMSY].

It is possible to restate the definition of joint spectral radius in terms of dynamical
systems. Indeed, let (Σk, σ) be the full-shift on k symbols and consider the family
of maps, φn : Σk → R defined by

φn(x) := ‖Ain · · ·Ai1‖.

The family F := {log φn}∞n=1 is sub-additive on Σk. Denote by M the set of
σ−invariant probability measures. If ν ∈M is ergodic then Kingman’s sub-additive
theorem implies that ν-almost everywhere the following equality holds

lim
n→∞

1
n

∫
log φn dν = lim

n→∞

1
n

log φn(x).

We have that

Lemma 5.1. Let A := {A1, A2, . . . , Ak} be a a set of d×d real matrices then there
exits a measure µ ∈M such that

*(A) = exp
(

sup
{

lim
n→∞

1
n

∫
log φn dν : ν ∈M

})
= exp

(
lim

n→∞

1
n

∫
log φndµ

)
.

Proof. Note that since the space Σk is compact, for every n ∈ N there exists a point
xn ∈ Σk such that

sup
{

1
n

φn(x) : x ∈ Σk

}
=

1
n

φn(xn).

Let δx be the atomic measure supported at the point {x}. Consider the probability
measure µn := 1

n

∑n−1
i=0 δσixn

. We have that

sup
{

1
n

φn(x)
}

=
1
n

φn(xn) =
1
n

∫
log φndµn.

The space of probability measures defined on Σk is compact, therefore there exists
an accumulation point µ. It turns out that µ ∈M (see [W, Section 6.2]). Moreover,
since

exp
(

lim
n→∞

1
n

φn(xn)
)

= *(A),

we have that

*(A) = exp
(

lim
n→∞

1
n

∫
log φndµ

)
.

!

The above Lemma was first obtained, with a different method though, in [DHX].
It is worth stressing that the definition of joint spectral radius and Lemma 5.1 hold
in a broader context. Indeed, we can consider (Σ, σ) to be any mixing sub-shift of
finite type defined on a finite alphabet and define the corresponding joint spectral
radius by

*Σ(A) := exp
(

lim
n→∞

max
{
‖Ain · · ·Ai1‖1/n : (i1i2 . . . in) is an admissible word

})
.
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Under certain cone conditions for the set A, we will show that there exists a one
parameter family of dynamically relevant (Gibbs states) invariant measures {µt}∞t=1

such that any weak start accumulation point of it µ, satisfies

(33) *(A) = exp
(

lim
n→∞

1
n

∫
log φn dµ

)
.

Theorem 5.1 (Compact case). Let A := {A1, A2, . . . , Ak} be a a set of d × d
and (Σ, σ) mixing sub-shift of finite type defined on the alphabet {1, 2 . . . , k}. Let
φn : Σk → R be defined by

φn(w) = φn((i1, i2, . . . )) = ‖Ain · · ·Ai1‖.

If the family F = {log φn}∞n=1 is almost-additive then for every t ∈ R there exists a
unique Gibbs state µt corresponding to tF and there exists a weak start accumulation
point µ for {µt}∞t=1. The measure µ is such that

*(A) = exp
(

lim
n→∞

1
n

∫
log φndµ

)
= exp

(
lim

t→∞

(
lim

n→∞

1
n

∫
log φndµt

))
.

Proof. Since the family F is almost-additive and is a Bowen sequence then it is a
consequence of Theorem 2.2 that there exists a unique Gibbs state µt corresponding
to tF for every t ∈ R which is also an equilibrium measure. Since the space M is
compact there exists a weak star accumulation point µ for the sequence {µt}∞t=1.
The result now follows from Theorem 4.1 or Corollary 4.1. !

Corollary 5.1. Let B = {A1, A2, . . . , An} be a finite set of positive matrices then
the family F = {log φn}∞n=1 is almost-additive and therefore the sequence of Gibbs
measures {µt}∞t=1 for tF has an accumulation point µ ∈M and

*(A) = exp
(

lim
n→∞

1
n

∫
log φndµ

)
= exp

(
lim

t→∞

(
lim

n→∞

1
n

∫
log φndµt

))
.

Proof. It was proved in [Fe, Lemma 2.1] that the set B is almost-additive. The
result follows from Theorem 5.2. !

Let us consider now the non-compact case. Let A := {A1, A2, . . . } be a countable
set of d× d real matrices. We can again consider the joint spectral radius of them.
However, the conclusion of Lemma 5.1 might not be true. Even for the case of one
potential ψ : Σ → R, there are examples of non-compact dynamical systems for
which

sup
{∫

ψdµ : µ ∈M
}

< lim sup
n→∞

1
n

sup

{
n−1∑

i=0

ψ(σix) : x ∈ Σ

}
.

See for instance [JMU2, Example 4]. So we consider a slightly different situation.

Theorem 5.2. Let A = {A1, A2, . . . } be a countable set of matrices and (Σ, σ) a
topologically mixing countable Markov shift satisfying the BIP property. Let

φn(w) = ‖Ain · · ·Ai1‖.

If the family F = {log φn}∞n=1 is almost-additive then for every t ∈ R there ex-
ists a unique Gibbs measure µt corresponding to tF and there exists a weak star
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accumulation point µ for {µt}∞t=1. The measure µ is such that

sup
{

lim
n→∞

1
n

∫
log φndν : ν ∈M

}
= lim

n→∞

1
n

∫
log φndµ =

lim
t→∞

lim
n→∞

1
n

∫
log φndµt.

The proof of this results follows from the zero temperature limit theorems ob-
tained in the previous sections.

Proof. Since the family F is almost-additive and is a Bowen sequence then it is a
consequence of Theorem 2.2 that there exists a unique Gibbs state µt corresponding
to tF for every t ∈ R such that P (tF) < ∞. Lemma 4.3 implies that there exists
a weak star accumulation point µ for the sequence {µt}∞t=1. The result now follows
from Theorem 4.1. !
Corollary 5.2. Let A = {A1, A2, . . . } be a sequence of matrices having strictly
positive entries and such that there exists a constant C > 0 with the property that
for every k ∈ N the following holds

mini,j(Ak)i,j

maxi,j(Ak)i,j
≥ C

then for every sufficiently large t ∈ R there exists a Gibbs state µt for tF and the
sequence {µt}∞t=1 has an accumulation point µ ∈M. Moreover,

sup
{

lim
n→∞

1
n

∫
log φndν : ν ∈M

}
= lim

n→∞

1
n

∫
log φndµ =

lim
t→∞

lim
n→∞

1
n

∫
log φndµt.

Proof. Under the assumptions of the theorem the family F = {log φn}∞n=1 is almost-
additive (see [IY, Lemma 7.1]) on Σ and therefore the results directly follows from
Theorem 5.2. !

Let us stress that the space of invariant measures is not compact, so the existence
of such an invariant measure is non trivial.

6. Maximising the singular value function

Ever since the pioneering work of Bowen [Bow2] the relation between thermo-
dynamic formalism and the dimension theory of dynamical systems has been thor-
oughly studied and exploited (see for example [B2, B3, Pe]). Multifractal analysis
is a sub-area of dimension theory where the results obtained out of this relation has
been particularly successful. The main goal in multifractal analysis is to study the
complexity of level sets of invariant local quantities. Examples of these quantities
are Birkhoff averages, Lyapunov exponents, local entropies and pointwise dimen-
sion. In general the structure of these level sets is very complicated so tools such as
Hausdorff dimension or topological entropy are used to describe them. In dimension
two (or higher) where a typical dynamical system is non-conformal computing the
exact value of the Hausdorff dimension of the level sets is an extremely complicated
task and at this point there are no techniques available to deal with such problem.

In this section we show how the results obtained in Section 4 can be used in
the study of multifractal analysis of Lyapunov exponents for certain non-conformal
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repellers. Indeed, we will combine our results on ergodic optimisation with those
of Barreira and Gelfert [BG] (which in turn uses ideas of Falconer [F]) to construct
a measure supported on the extreme level sets.

Let f : R2 /→ R2 be a C1 map and let Λ ⊂ R2 be a repeller of f . That is, the set
Λ is compact, f -invariant, and the map f is expanding on Λ, i.e., there exist c > 0
and β > 1 such that

‖dxfn(v)‖ ≥ cβn‖v‖,
for every x ∈ Λ, n ∈ N and v ∈ TxR2. We will also assume that there exists an
open set U ⊂ R2 such that Λ ⊂ U and Λ = ∩n∈Nfn(U) and that f restricted to Λ is
topologically mixing. A pair (Λ, f) satisfying the above assumptions will be called
expanding repeller. All the above assumptions are standard and there is a large
literature describing the dynamics of expanding maps (see for example [BDV]).
It is important to stress that the system (Λ, f) can be coded with a finite state
transitive Markov shift. For each x ∈ R2 and v ∈ TxR2 we define the Lyapunov
exponent of (x, v) by

λ(x, v) := lim sup
n→∞

1
n

log ‖dxfnv‖.

For each x ∈ R2 there exists a positive integer s(x) ≤ 2, numbers λ1(x) ≥ λ2(x),
and linear subspaces

{0} = Es(x)+1(x) ⊂ Es(x)(x) ⊂ E1(x) = TxR2,

such that
Ei(x) =

{
v ∈ TxR2 : λ(x, v) = λi(x)

}

and λ(x, v) = λi(x) if v ∈ Ei(x) \ Ei+1(x).
In order to study study multifractal analysis of Lyapunov exponents in this

context, Barreira and Gelfert [BG] used a construction originally made by Falconer
[F] that we know recall. The singular values s1(A), s2(A) of a 2×2 matrix A are the
eigenvalues, counted with multiplicities, of the matrix (A∗A)1/2, where A∗ denotes
the transpose of A. The singular values can be interpreted as the length of the
semi-axes of the ellipse which is the image of the unit ball under A. The functions,
φi,n : Λ → R be defined by

φi,n(x) = log si(dxfn)

and called singular value functions. Falconer [F] studied them with the purpose of
estimating the Hausdorff dimension of Λ and have become one of the major tools in
the dimension theory for non-conformal systems. It directly follows from Oseledets’
multiplicative ergodic theorem [BP, Chapter 3] that for each finite f−invariant
measure µ there exists a set X ⊂ R2 of full µ measure such that

(34) lim
n→∞

φi,n(x)
n

= lim
n→∞

1
n

log si(dxfn) = λi(x).

Given α = (α1, α2) ∈ R2 define the corresponding level set by

L(α) := {x ∈ Λ : λ1(x) = α1 and λ2(x) = α2} .

Barreira and Gelfert [BG] described the entropy spectrum of the Lyapunov expo-
nents of f , that is they studied the function α → htop(f |L(α)), where htop denotes
the topological entropy of the set L(α). Their study exploited the relation estab-
lished in equation (34), where it is shown that the level sets for the Lyapunov
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exponent correspond to level sets of the ergodic averages of the sub-additive se-
quences defined by S1 = {φ1,n}∞n=1 and S2 = {φ2,n}∞n=1.

The following result, which is a direct consequence of the theorems obtained in
Section 4, allows us to describe the maximal Lyapunov exponent of the map f .

Proposition 6.1. Let (Λ, f) be an expanding repeller such that the singular value
function are almost-additive then for every t > 0 there exists a unique Gibbs measure
µt corresponding to tS1. Moreover, the sequence {µt}∞t=1 has an accumulation point
µ and

sup
{

lim
n→∞

1
n

φ1,n(x)
}

= lim
n→∞

1
n

∫
φ1,n(x)dµ.

In particular, we obtain invariant measure supported on the set of points for
which the Lyapunov exponent is maximised.

Conditions on the dynamical system f so that the sequences S1 and S2 are
almost-additive can be found, for example, in [BG, Proposition 4] where it is proved
that

Lemma 6.1. Let (Λ, f) be an expanding repeller. If
(1) for every x ∈ Λ the derivative dxf is represented by a positive 2× 2 matrix,

or
(2) if Λ posses a dominated splitting (see [B3, p.234] or [BDV] for a precise

definition).
Then the sequences S1 and S2 are almost-additive.

Actually, a cone condition of the type discussed in Corollary 5.1 is enough to
obtain almost-additivity. This is discussed also in [BG].

We have considered maps defined in R2, similar results can be obtained in any
finite dimension. Let us stress that we have only used a compact version of the
results of Section 4, namely Corollary 4.1, which hold true in the countable (non-
compact) setting.
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[B1] L. Barreira, Nonadditive thermodynamic formalism: equilibrium and Gibbs measures. Dis-
crete Contin. Dyn. Syst. 16 (2006), 279–305.

[B2] L. Barreira Dimension and recurrence in hyperbolic dynamics. Progress in Mathematics,
272. Birkhauser Verlag, Basel, 2008.

[B3] L. Barreira, Thermodynamic Formalism and Applications to Dimension Theory. Progress
in Mathematics 294, Birkhuser, 2011.

[BD] L. Barreira and P. Doutor Almost additive multifractal analysis. J. Math. Pures Appl. (9)
92 (2009), no. 1, 1–17.

[BG] L. Barreira and K. Gelfert, Multifractal analysis for Lyapunov exponents on nonconformal
repellers. Comm. Math. Phys. 267 (2006), 393–418.

[BP] L. Barreira and Y. Pesin, Nonuniform hyperbolicity. Dynamics of systems with nonzero
Lyapunov exponents. Encyclopedia of Mathematics and its Applications, 115. Cambridge
University Press, Cambridge, 2007. xiv+513 pp.

[BGa] R. Bissacot and E. Garibaldi, Weak KAM methods and ergodic optimal problems for count-
able Markov shifts. Bull. Braz. Math. Soc. (N.S.) 41 (2010), no. 3, 321–338

[BF] R. Bissacot and R. Freire, On the existence of maximizing measures for irreducible countable
Markov shifts: a dynamical proof. ‘FirstView’ article at Ergodic Theory and Dynamical
Systems.



ZERO TEMPERATURE LIMITS OF GIBBS STATES 23

[BDV] Ch. Bonatti, L.J. Diaz, and M. Viana, Dynamics beyond uniform hyperbolicity. A global
geometric and probabilistic perspective. Encyclopaedia of Mathematical Sciences, 102. Math-
ematical Physics, III. Springer-Verlag, Berlin, 2005.

[Bo] T. Bousch Le poisson n’a pas d’aretes. Ann. Inst. H. Poincare Probab. Statist. 36 (2000),
no. 4, 489–508.

[BoM] T. Bousch and J. Mairesse, Asymptotic height optimization for topical IFS, Tetris heaps,
and the finiteness conjecture. J. Amer. Math. Soc., 15 (2002), 77–111

[Bow1] R. Bowen Equilibrium states and the ergodic theory of Anosov diffeomorphisms. Second
revised edition. With a preface by David Ruelle. Edited by Jean-Ren Chazottes. Lecture
Notes in Mathematics, 470. Springer-Verlag, Berlin, 2008. viii+75 pp

[Bow2] R. Bowen Hausdorff dimension of quasicircles. Inst. Hautes tudes Sci. Publ. Math. No.
50 (1979), 11–25.

[Br] J. Bremont, Gibbs measures at temperature zero. Nonlinearity 16 (2003), no. 2, 419–426.
[ChH] J.R. Chazottes and M. Hochman, On the zero-temperature limit of Gibbs states. Comm.

Math. Phys. 297 (2010), no. 1, 265–281.
[ChGU] J.R. Chazottes, J.M. Gambaudo and E. Ugalde, Zero-temperature limit of one-

dimensional Gibbs states via renormalization: the case of locally constant potentials. Ergodic
Theory Dynam. Systems 31 (2011), no. 4, 1109–1161.

[DHX] X. Dai, Y. Huang and M. Xiao Realization of joint spectral radius via ergodic theory.
Electron. Res. Announc. Math. Sci. 18 (2011), 22–30.

[DL1] I. Daubechies and J. Lagarias, Sets of matrices all infinite products of which converge.
Linear Algebra Appl. 161 (1992), pp. 227–263.

[DL2] I. Daubechies and J. Lagarias, Corrigendum/addendum to: Sets of matrices all infinite
products of which converge. Linear Algebra Appl. 327 (2001), pp. 69–83.

[DST] J. M. Dumont, N. Sidorov, and A. Thomas, Number of representations related to a linear
recurrent basis. Acta Arith., 88 (1999), pp. 371–396.

[EFS] A. van Enter, R. Fernández and A. Sokal, Regularity properties and pathologies of position-
space renormalization-group transformations: scope and limitations of Gibbsian theory. J.
Statist. Phys. 72 (1993), no. 5-6, 879–1167.

[F] K. J. Falconer, A subadditive thermodynamic formalism for mixing repellers. J. Phys. A 21
(1988), no. 14, 737–742

[Fe] D.J. Feng, Lyapunov exponents for products of matrices and multifractal analysis. I. Positive
matrices. Israel J. Math. 138 (2003), 353–376.

[Gr] G. Gripenberg, Computing the joint spectral radius. Linear Algebra Appl. 234 (1996), 43–60.
[HMSY] K.G. Hare, I. Morris, N. Sidorov and J. Theys An explicit counterexample to the

Lagarias-Wang finiteness conjecture. Advances in Mathematics 226 (2011) 4667–4701
[I] G. Iommi Ergodic optimization for renewal type shifts. Monatsh. Math. 150 (2007), no. 2,

91–95.
[IY] G. Iommi and Y. Yayama, Almost-additive thermodynamic formalism for countable Markov

shifts. Nonlinearity 25 (2012), no. 1, 165–191.
[J1] O. Jenkinson, Geometric Barycentres of Invariant Measures for Circle Maps. Ergodic The-

ory and Dynamical Systems, 21 (2001), 511–532.
[J2] O. Jenkinson, Ergodic optimization. Discrete and Continuous Dynamical Systems, 15 (2006),

197–224.
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