
Energy Estimates and Cavity Interaction
for a Critical-Exponent Cavitation Model

DUVAN HENAO
Laboratoire Jacques-Louis Lions

Université Pierre et Marie Curie – Paris 6

SYLVIA SERFATY
Laboratoire Jacques-Louis Lions

Université Pierre et Marie Curie – Paris 6
Courant Institute

Abstract

We consider the minimization of
R
�"
jDujp dx in a perforated domain �" WD

�nSMiD1 B".ai / of Rn among maps u 2 W 1;p.�";Rn/ that are incompressible
(detDu � 1) and invertible, and satisfy a Dirichlet boundary condition u D g on
@�. If the volume enclosed by g.@�/ is greater than j�j, any such deformation
u is forced to map the small holes B".ai / onto macroscopically visible cavities
(which do not disappear as " ! 0). We restrict our attention to the critical
exponent p D n, where the energy required for cavitation is of the order ofPM
iD1 vi jlog "j and the model is suited, therefore, for an asymptotic analysis

(v1; : : : ; vM denote the volumes of the cavities). In the spirit of the analysis of
vortices in Ginzburg-Landau theory, we obtain estimates for the “renormalized”
energy
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ˇ̌
ˇ̌ Dup
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ˇ̌
ˇ̌
p

dx �
X

i

vi jlog "j;

showing its dependence on the size and the shape of the cavities, on the initial
distance between the cavitation points a1; : : : ; aM , and on the distance from
these points to the outer boundary @�. Based on those estimates we conclude,
for the case of two cavities, that either the cavities prefer to be spherical in shape
and well separated, or to be very close to each other and appear as a single
equivalent round cavity. This is in agreement with existing numerical simulations
and is reminiscent of the interaction between cavities in the mechanism of ductile
fracture by void growth and coalescence. © 2012 Wiley Periodicals, Inc.
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1 Introduction
1.1 Motivation

In nonlinear elasticity, cavitation is the name given to the sudden formation of
cavities in an initially perfect material due to its incompressibility (or near incom-
pressibility) in response to a sufficiently large and triaxial tension. It plays a cen-
tral role in the initiation of fracture in metals [38, 39, 62, 66, 83] and in elastomers
[21, 25, 33, 36, 84] (especially in reinforced elastomers [11, 17, 35, 56, 61]) via the
mechanism of void growth and coalescence. It has important applications such as
the indirect measurement of mechanical properties [49] or the rubber toughening
of brittle polymers [16, 50, 52, 80]. Mathematically, it constitutes a realistic exam-
ple of a regular variational problem with singular minimizers and corresponds to
the case when the stored-energy function of the material is notW 1;p-quasi-convex
[4, 7, 9], the Jacobian determinant is not weakly continuous [9], and important
properties such as the invertibility of the deformation may not pass to the weak
limit [59, sec. 11]. The problem has been studied by many authors, beginning with
Gent and Lindley [34] and Ball [6]; see the review papers [29, 33, 47], the vari-
ational models of Müller and Spector [59] and Sivaloganathan and Spector [74],
and the recent works [42, 53] for further motivation and references.

The standard model in the variational approach to cavitation considers function-
als of the form

(1.1)
Z

�

jDujp dx;

where the deformation u W � � Rn ! Rn is constrained to be incompressible
(i.e., detDu D 1) and globally invertible, and either a Dirichlet condition u D g
or a force boundary condition is applied. Unless the boundary condition is exactly
compatible with the volume, cavities have to be formed. If p < n this can hap-
pen while still keeping a finite energy. A typical deformation creating a cavity of
volume !nAn at the origin (!n being the volume of the unit ball in Rn) is given by

(1.2) u.x/ D n
p
An C jxjn x

jxj :

We can easily compute that

(1.3) jDuj2 �
xD0

.n � 1/A2
jxj2 :

In that situation the origin is called a cavitation point, which belongs to the domain
space, and its image by u is the cavity, belonging to the target space. Contrarily
to the usual, we study the critical case p D n where the cavity behavior (1.2) just
fails to be of finite energy.

This fact is analogous to what happens for S1-valued harmonic maps in di-
mension 2, which were particularly studied in the context of the Ginzburg-Landau
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model; see Béthuel, Brezis, and Hélein [12]. For S1-valued maps u from� � R2,
the topological degree of u around a point a is defined by the following integer:

d D 1

2�

Z

@B.a;r/

@u
@�
� u:

Points around which this is not 0 are called vortices. Typical vortices of degree d
look like u D eid� (in polar coordinates). If d ¤ 0 again jDuj2 just fails to be
integrable since for the typical vortex

jDuj2 �
xD0

jd j2
jxj2 ;

just as above (1.3), up to a constant factor. So there is an analogy in that sense
between maps from � to C that are constrained to satisfy juj D 1 and maps from
� to R2 that satisfy the incompressibility constraint detDu D 1. We see that in
this analogy (in dimension 2) the volume of the cavity divided by � plays the role
of the absolute value of the degree for S1-valued maps. In this correspondence
two important differences appear: the degree is quantized while the cavity volume
is not; on the other hand the degree has a sign, which can lead to “cancellations”
between vortices, while the cavity volume is always positive.

In the context of S1-valued maps, two possible ways of giving a meaning toR
� jDuj2 are the following: The first is to relax the constraint juj D 1 and replace

it by a penalization, and study instead

(1.4)
Z

�

jDuj2 C 1

"2
.1 � juj2/2

in the limit " ! 0; this is the Ginzburg-Landau approximation. The second is to
study the energy with the constraint juj D 1 but in a punctured domain �" WD
�nSi B.ai ; "/ where ai ’s stand for the vortex locations:

(1.5) min
jujD1

Z

�"

jDuj2

again in the limit " ! 0; this can be called the “renormalized energy approach.”
Both of these approaches were followed in [12], where it is proven that the Ginz-
burg-Landau approach essentially reduces to the renormalized energy approach.
More specifically, when there are vortices at ai , jDuj will behave like jdi j=jx� ai j
near each vortex (where di is the degree of the vortex) and both energies (1.4)
and (1.5) will blow up like �

P
i d

2
i log 1

"
as " ! 0. It is shown in [12] that

when this divergent term is subtracted off (this is the “renormalization” procedure),
what remains is a nondivergent term depending on the positions of the vortices ai
and their degrees di (and the domain), called precisely the renormalized energy.
That energy is essentially a Coulombian interaction between the points ai behaving
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like charged particles (vortices of the same degree repel, those of opposite degrees
attract), and it can be written down quite explicitly.

Our goal here is to study cavitation in the same spirit. A first attempt, which
would be the analogue of (1.4), would be to relax the incompressibility constraint
and study, for example,

(1.6)
Z

�

jDuj2 C .1 � detDu/2

"
:

We do not, however, follow this route, which seems to present many difficulties
(one of them is that this energy in two dimensions is scale invariant, and that con-
trarily to (1.4) the nonlinearity contains as many orders of derivatives as the other
term), but it remains a seemingly interesting open problem, which would have
good physical sense. Rather we follow the second approach, i.e., that of working
in punctured domains while keeping the incompressibility constraint.

For generality we consider holes that can be of different radii "1; : : : ; "m, define
�" WD � n

Sm
iD1 xB.ai ; "i /, and look at

(1.7) min
detDuD1

Z

�"

jDuj2

(or mindetDuD1
R
�"
jDujn in dimension n), in the limit " ! 0. This also has

a reasonable physical interpretation: it corresponds to studying the incompress-
ible deformation of a body that contains microvoids that expand under the applied
boundary deformation. One may think of the points ai as fixed; then they corre-
spond to defects that pre-exist, just as above. Or the model can be seen as a fracture
model where we postulate that the body will first break around the most energeti-
cally favorable points ai (see, e.g., the discussion in [6, 8, 33, 45, 46, 53, 54, 59,
73, 75, 78]). It can also be compared to the core-radius approach in dislocation
models [15, 32, 63].

Following the analogy above, we would like to be able to subtract from (1.7)
a leading-order term proportional to log 1

"
in order to extract at the next order a

“renormalized” term that will tell us how cavities “interact” (attract or repel each
other) according to their positions and shapes. This is more difficult than problem
(1.5) because the condition detDu D 1 is much less constraining than juj D 1.
While the maps with juj D 1 can be parametrized by lifting in the form u D
ei' , to our knowledge no parametrization of that sort exists for incompressible
maps. In addition, while the only characteristic of a vortex is an integer (its degree)
for incompressible maps, the characteristics of a cavity are more complex—they
comprise the volume of the cavity and its shape—and there is no quantization.
For these reasons we cannot really hope for something as nice and explicit as a
complete “renormalized energy” for this toy cavitation model. However, we will
show that we can obtain, in particular in the case of two cavities, some quantitative
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information about the cavities interaction that is reminiscent of the renormalized
energy.

1.2 Method and Main Results: Energy Lower Bounds
Our method relies on obtaining general and ansatz-free lower bounds for the

energy on the one hand, and on the other hand upper bounds via explicit construc-
tions, which match as much as possible the lower bounds. This is in the spirit of
�-convergence (however we will not prove a complete �-convergence result). For
simplicity in this section we present the results in dimension 2, but they carry over
in higher dimensions.

To obtain lower bounds we use the “ball construction method,” which was intro-
duced in the context of Ginzburg-Landau by Jerrard [48] and Sandier [69, 70]. The
crucial estimate for Ginzburg-Landau, or more simply S1-valued harmonic maps,
is the following simple relation, a corollary of Cauchy-Schwarz:

(1.8)
Z

@B.a;r/

jDuj2 � 1

2�r

� Z

@B.a;r/

@u
@�
� u

�2
D 2� d

2

r

for d the degree of the map on @B.a; r/. Integrating this relation over r ranging
from " to 1 yields a lower bound for the energy on annuli, with the logarithmic
behavior stated above. One sees that the equality case in (1.8) is achieved when
u is exactly radial (which corresponds to u D eid� in polar coordinates), so the
least energetically costly vortices are the radial ones. For an arbitrary number of
vortices the “ball construction” à la Jerrard and Sandier allows us to paste together
the lower bounds obtained on disjoint annuli. Previous constructions for bounded
numbers of vortices include those of Béthuel, Brezis, and Hélein [12] and Han and
Shafrir [40]. The ball construction method will be further described in Section 3.1.

For the cavitation model, there is an analogue to the above calculation, which
is also our starting point. Assume that u develops a cavity of volume v around a
cavitation point a in the domain space. By v we really denote the excess of volume
created by the cavity (we still refer to it as cavity volume); this way the image of
the ball B.a; "/ contains a volume �"2Cv. Using the Cauchy-Schwarz inequality,
we may write

(1.9)
Z

@B.a;r/

jDuj2 � 1

2�r

� Z

@B.a;r/

jDu � � j
�2
:

But then one can observe that
R
@B.a;r/ jDu � � j is exactly the length of the image

curve of the circle @B.a; r/. We may then use the classical isoperimetric inequality

(1.10) .PerE.a; r//2 � 4�jE.a; r/j
where j � j denotes the volume, and E.a; r/ is the region enclosed by this image
curve, which contains the cavity and has volume �r2 C v by incompressibility.
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Inserting this into (1.9), we are led to

(1.11)
Z

@B.a;r/

jDuj2
2
� Per2.E.a; r//

4�r
� jE.a; r/j

r
� v

r
C �r:

This is the building block that we will integrate over r and insert into the ball
construction to obtain our first lower bound, which is proved in Section 3.1. To
state it, we will use the notion of the weak determinant,

hDetDu; �i WD �1
n

Z

�

u.x/ � .cofDu.x//D�.x/dx 8� 2 C1c .�/;

whose essential features we recall in Section 2.4, as well as Müller and Spector’s
invertibility “condition INV” [59], which is defined in Section 2.3 (Definition 2.4)
and which essentially means that the deformations of the material, in addition to
being one-to-one, cannot create cavities that would at the same time be filled by
material coming from elsewhere. Even though we have discussed dimension 2, we
directly state the result in dimension n.

PROPOSITION 1.1. Let � be an open and bounded set in Rn, and �" D � nSm
iD1 xB.ai ; "i / where a1; : : : ; am 2 � and the xB.ai ; "i / are disjoint. Suppose

that u 2 W 1;n.�";Rn/ and that condition INV is satisfied. Suppose, further,
that DetDu D Ln in �" (where Ln is the Lebesgue measure), and let vi WD
jE.ai ; "i /j � !n"ni (with E.ai ; "i / as in (1.10)). Then for any R > 0

1

n

Z

�"

�ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

� 1
�

dx �
� mX

i;B.ai ;R/��
vi

�
log

R

2
Pm
iD1 "i

:

Note that
P
i vi D V is the total cavity volume, which due to incompressibil-

ity is completely determined by the Dirichlet data in the case of a displacement
boundary value problem.

Examining the equality cases in the chain of inequalities (1.9)—(1.11) already
tells us that the minimal energy is obtained when during the ball construction all
circles (at least for r small) are mapped into circles and the cavities are spherical.
A more careful examination of (1.9) indicates that the map should at least locally
follow the model cavity map (1.2). It is the same argument that has been used by
Sivaloganathan and Spector [76, 77] to prove the radial symmetry of minimizers
for the model with power p < n.

When there is more than one cavity, and two cavities are close together, we can
observe that there is a geometric obstruction to all circles of the ball construction
being mapped into circles. This is true for any number of cavities larger than 1; to
quantify it is in principle possible but a bit inextricable for more than 2. For that
reason and for simplicity, we restrict our focus to the case of two cavities, and now
explain the quantitative point.
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@�

R

d

a1
"

a2

d=2

FIGURE 1.1. Ball construction in the reference configuration.

Let a1 and a2 be the two cavitation points with ja1 � a2j D d , small compared
to 1. For simplicity of the presentation let us also assume that "1 D "2 D ".
The ball construction is very simple in such a situation: three disjoint annuli are
constructed, B.a1; d=2/ nB.a1; "/, B.a2; d=2/ nB.a2; "/, and B.a; R/ nB.a; d /,
where a is the midpoint of a1 and a2 (see Figure 1.1). These annuli can be seen
as a union of concentric circles centered at a1, a2, and a, respectively. To achieve
the optimality condition above, each of these circles would have to be mapped
by u into a circle. If this were true, the images of B.a1; d=2/ and B.a2; d=2/
would be two disjoint balls containing the two cavities, call them E1 and E2. By
incompressibility, jE1j D v1 C �.d=2/2 and jE2j D v2 C �.d=2/2. Then the
image of B.a; d / would also have to be a ball, call itE, which contains the disjoint
union E1 [E2, and by incompressibility

(1.12) jEj D v1 C v2 C �d2:
If d is small compared to v1 and v2, it is easy to check that this is geometrically
impossible: the radius of the ball E1 is certainly bigger than

p
v1=� and that of

E2 bigger than
p
v2=� , and since E is a ball that contains their disjoint union,

its radius is at least the sum of the two, hence jEj � .
p
v1 C pv2/2. This is

incompatible with (1.12) unless �d2 � 2pv1v2.
So in practice, if d is small compared to the volumes, the circles are not all

mapped to exact circles, the inclusion and disjointness are preserved, but some
distortion in the shape of the images has to be created either for the balls before
merging i.e., E1 and E2—this corresponds to what is sketched on Figure 1.2—
or for the “balls after merging,” i.e., E—this corresponds to what is sketched in
Figure 1.3 (the situations of Figures 1.2 and 1.3 correspond to the test maps we
will use to get energy upper bounds; see Section 1.3).

A convenient tool to quantify how much these sets differ from balls, which is
what we mean by “distortion,” is the following:
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FIGURE 1.2. Incompressible deformation u W B.0; d / n fa1; a2g ! R2,
d D ja2�a1j, opening distorted cavities of volumes v1C�"21, v2C�"22;
deformed configuration for increasing values of the displacement load
(� WD

p
.v1 C v2/=�d2). Choice of parameters: d D 1, v2=v1 D 0:3.
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FIGURE 1.3. Incompressible deformation of B.0; d /, d WD ja2 � a1j,
for increasing values of � WD

p
.v1 C v2/=�d2. Final cavity volumes

v1 and v2 given by d D 1, v2=v1 D 0:3.

DEFINITION 1.2. The Frankel asymmetry of a measurable set E � Rn is defined
as

D.E/ WD min
x2Rn

jE4B.x; rE /j
jEj with rE such that jB.x; rE /j D jEj

where4 denotes the symmetric difference between sets.

Note that D.E/ is a scale-free quantity that depends not on the size of E but on
its shape.

The following proposition, which we shall prove in Section 3.3, allows us to
make the observations above quantitative in terms of the distortions.

PROPOSITION 1.3. Let E, E1, and E2 be sets of positive measure in Rn, n � 2,
such that E � E1 [E2 and E1 \E2 D ¿, and assume without loss of generality
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that jE1j � jE2j. Then

jEjD.E/ n
n�1 C jE1jD.E1/ n

n�1 C jE2jD.E2/ n
n�1

jEj C jE1 [E2j
�

Cn

� jE2j
jE1j C jE2j

� n
n�1� .jE1j 1n C jE2j 1n /n � jEj

.jE1j 1n C jE2j 1n /n � jE1 [E2j

�n.nC1/
2.n�1/

for some constant Cn > 0 depending only on n.

The fact that E1, E2, and E cannot simultaneously be balls is made explicit
by the fact that D.E1/, D.E2/, and D.E/ cannot all vanish unless the right-hand
side is negative, which can happen only if jEj is large relative to jE1j and jE2j.
The first factor in the estimate degenerates only when one of the sets is very small
compared to the other.

Note that such a geometric constraint is also true for more than two merging
balls, so in principle we could treat (with more effort) the case of more than two
cavities; however, the estimates would degenerate as the number of cavities gets
large.

These estimates on the distortions are useful for us thanks to the following im-
proved isoperimetric inequality, precisely expressed in terms of the Frankel asym-
metry:

PROPOSITION 1.4 (Fusco, Maggi, and Pratelli [31]). For every Borel set E � Rn

PerE � n!1=nn jEj
n�1
n .1C CD.E//;

where C is a universal constant.

In dimension 2, we thus have the improved isoperimetric inequality

(1.13) .PerE/2 � 4�jEj C C jEjD2.E/
for some universal C > 0. Inserting (1.13) instead of (1.10) into the basic estimate
(1.11) gives us

(1.14)

Z

@B.a;r/

jDuj2
2
� jE.a; r/j

r
C C

r
jE.a; r/jD2.E.a; r//

� v

r
C �r C C

r
jE.a; r/jD2.E.a; r//:

We can now get improved estimates when integrating over r (in a ball construc-
tion procedure), keeping track of the fact that to achieve equality, all level curves
E.a; r/ that are images of circles during the ball construction would have to be
circles. This way, after subtracting off the leading-order term

P
i vi log.1=

P
i "i /

we can retrieve a next-order “renormalized” term that will account for the cavity
interaction. This is expressed in the following main result.
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THEOREM 1.5 (Lower Bound). Given � � Rn a bounded open set, let �" WD
� n . xB"1.a1/ [ xB"2.a2//, where a1; a2 2 �, "1; "2 > 0, and assume that B"1.a1/
and B"2.a2/ are disjoint and contained in �. Suppose that u 2 W 1;n.�";Rn/
satisfies condition INV and DetDu D Ln in �". Set

a WD a1 C a2
2

; d WD ja1 � a2j; vi WD jE.ai ; "i /j � !n"ni ; i D 1; 2:
Then, for all R such that B.a; R/ � �,

1

n

Z

�"\B.a;R/

�ˇ̌
ˇ̌ Du.x/p
n � 1

ˇ̌
ˇ̌
n

� 1
�

dx

� v1 log
R

2"1
C v2 log

R

2"2

C C.v1 C v2/
��

minfv1; v2g
v1 C v2

� n
n�1
� !nd

n

v1 C v2

�

C

� log min
��
v1 C v2
2n!ndn

� 1

n2

;
R

d
;

d

maxf"1; "2g
�

for some constant C independent of �, a1, a2, d , v1, v2, "1, and "2 (tC stands for
maxf0; tg).

Two main differences appear in this lower bound compared to Proposition 1.1.
First, the leading order term .v1C v2/ log 1

"1C"2 has been improved to v1 log 1
"1
C

v2 log 1
"2

, which shows that the energy goes to infinity as "1 ! 0 or "2 ! 0, even
if "1 C "2 6! 0. This term is optimal since it coincides with the leading-order
term in the upper bound of Theorem 1.6 below, and in fact it should be possible to
replace

P
i vi log 1P

i "i
with

P
i .vi log 1

"i
/ in Proposition 1.1 (however, this would

require a more sophisticated ball construction, and it is not immediately clear how
to obtain a general result for the case of more than two cavities). Second, and
returning to the discussion in dimension 2 and choosing "1 D "2 D ", compared
to Proposition 1.1 we have gained the new term

C.v1 C v2/
��

minfv1; v2g
v1 C v2

�2
� �d2

v1 C v2

�
min

�
log 4

r
v1 C v2
4�d2

; log
R

d
; log

d

"

�
:

This term is of course worthless unless

�d2

v1 C v2 <
�

minfv1; v2g
v1 C v2

�2
;

i.e., �d2 � minfv21 ; v22g=.v1 C v2/. Under that condition, it expresses an inter-
action between the two cavities in terms of the distance of the cavitation points
relative to the data of v1, v2, and ". As �d2=.v1 C v2/ ! 0 the interaction tends
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logarithmically to C1; this expresses a logarithmic repulsion between the cavi-
ties unless the term log d

"
is the one that achieves the min above, which can only

happen if log d is comparable to log ". This expresses an attraction of the cavi-
ties when they are close compared to the puncture scale, which we believe means
that two cavities thus close would energetically prefer to be merged into one. This
suggests that three scenarios are energetically possible:

SCENARIO I: The cavities are spherical and the cavitation points are well sep-
arated (but not necessarily the cavities themselves); this is the situation of
Figure 1.3.

SCENARIO II: The cavitation points are at distance� 1 but all but one cavity
are of very small volume and hence “close up” in the limit "! 0.

SCENARIO III: “Outer circles” (in the ball construction) are mapped into cir-
cles, and cavities (as well as cavitation points) are pushed together to form
one equivalent round cavity; this is the situation of Figure 1.2. This seems
to correspond to void coalescence (cf. [51, 85]).

1.3 Method and Main Results: Upper Bound
After obtaining this lower bound, we show that it is close to being optimal (at

least in scale). To do so we need to construct explicit test maps and evaluate their
energy (in terms of the parameters of the problem). The main difficulty is that these
test maps have to satisfy the incompressibility condition outside of the cavitation
points, and as we mentioned previously, there is no simple parametrization of such
incompressible maps. The main known result in that area is the celebrated result of
Dacorogna and Moser [23], which provides an existence result for incompressible
maps with compatible boundary conditions. Two methods are proposed in their
work, one of them constructive; however, they are not explicit enough to evaluate
the Dirichlet energy of the map.

The question we address can be phrased in the following way: given a domain
with a certain number of “round holes” at certain distances from each other, and
another domain of the same volume with the same number of holes whose volumes
are prescribed but whose positions and shapes are free, can we find an incompress-
ible map that maps one to the other, and can we estimate its energy

R jDujn in
terms of the distance of the holes and the cavity volumes?

We answer this question positively, still in the case of two holes, by using two
tools:

� a family of explicitly defined incompressible deformations preserving an-
gles, which we introduce,
� the construction of incompressible maps of Rivière and Ye [67, 68], which

is more tractable than Dacorogna and Moser to obtain energy estimates.

We believe it would be of interest to tackle that question in a more general
setting: compute the minimal Dirichlet energy of an incompressible map between
two domains with the same volume and the same number of holes, the holes having
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FIGURE 1.4. Transition from round to distorted cavities: d D 1,p
.v1 C v2/=�d2 D 1:5, v2=v1 D 0:3.

arbitrary shapes and sizes, and find appropriate geometric parameters to evaluate
it as a function of the domains. This question is beyond the scope of our paper,
however, and we do not attempt to treat it in that much generality.

Our main result (proved in Section 4.1) is the following:

THEOREM 1.6. Let a1; a2 2 Rn, v1 � v2 � 0, and suppose that d WD ja1� a2j >
"1 C "2. Then, for every ı 2 Œ0; 1� there exists a� in the line segment joining a1
and a2 and a piecewise smooth map u 2 C.Rn n fa1; a2g;Rn/ satisfying condition
INV such that DetDu D Ln C v1ıa1 C v2ıa2 in Rn and for all R > 0

Z

B.a�;R/n.B"1 .a1/[B"2 .a2//

1

n

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

dx

� C1.v1 C v2 C !nRn/C
2X

iD1
vi

�
log

R

"i

�

C

C C2.v1 C v2/
�
.1 � ı/

�
log

R

d

�

C
C ı

�
n

r
v2

v1
log

d

"1
C 2n

r
v2

v1
log

d

"2

��

(C1 and C2 are universal constants depending only on n).

If we are not preoccupied with boundary conditions but just wish to build a
test configuration with cavities of prescribed volumes and cavitation points at dis-
tance d , then the above result suffices. This is obtained by our construction of
an explicit family of incompressible maps that contain parameters allowing for all
possible cavitation point distances d and cavity volumes v1 and v2. The feature of
this construction is that it allows for our almost optimal estimates, as the shapes of
the cavities are automatically adjusted to the optimal scenario according to the ratio
between d , ",

p
v1, and

p
v2, their logs, etc., as in the three scenarios at the end of

the previous subsection. In other words, the construction builds cavities that, when
d is comparable to ", are distorted and form one equivalent round cavity while the
deformation rapidly becomes radially symmetric (as in Scenario III), and cavities
that are more and more round as d gets large compared to " (as in Scenario I). For
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2d

2d1 2d2

2dı

2.�1 � d1/2.�2 � d2/

�1

2d

a2a1

�1 �2

�2

d1 d1 d2 d2

FIGURE 1.5. Domains �1 and �2 satisfying j�1jj�2j D
v1
v2

.

the extreme cases ı D 1 and ı D 0, the maps are those that were presented in
Figures 1.2 and 1.3, respectively. The result for intermediate values of ı is shown
in Figure 1.4.

The idea of the construction is as follows: Take two intersecting balls B.za1; �1/
andB.za2; �2/ such that the width of their union is exactly 2d and the width of their
intersection is 2dı, and let �1 and �2 be as in Figure 1.5 (the precise definition
is given in (4.3)). As will be proved in Section 4.1, for every ı 2 Œ0; 1� there are
unique �1 and �2 such that j�1j=j�2j D v1=v2. The cavitation points a1 and a2
are suitably placed in �1 and �2, respectively, in such a way that ja1 � a2j D d .
It is always possible to choose a� between a1 and a2 such that �1 [�2 is star-
shaped with respect to a�. In order to define u in Rn n�1 [�2 we choose a� as
the origin and look for an angle-preserving map

u.x/ D �a� C f .x/ x � a�

jx � a�j ; �n � 1 WD v1 C v2
j�1 [�2j

D v1

j�1j
D v2

j�2j
:

By so doing, we can solve the incompressibility equation detDu D 1 explicitly,
since for angle-preserving maps the equation has the same form as in the radial
case,

detDu.x/ D f n�1.x/@f
@r
.x/

rn�1
� 1; r D jx � a�j;

which we will see can be solved as

f n.x/ D jx � a�jn C A
�

x � a�

jx � a�j
�n
;

where the function A W Sn�1 ! R is completely determined if we prescribe u on
@�1[@�2. Inside�1 and�2 the deformation u is defined analogously, taking a1
and a2 as the corresponding origins. The resulting map creates cavities at a1 and
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a2 with the desired volumes, and with exactly the same shape as @�1 and @�2.
For compatibility we impose u.x/ D �x on @�1 [ @�2.

In the energy estimate, .1 � ı/ log R
d

is the excess energy due to the distortion
of the “outer” curves u.@B.a�; r//, r 2 .d;R/, and

ı

�
n

r
v2

v1
log

d

"1
C 2n

r
v2

v1
log

d

"2

�

is that due to the distortion of the curves u.@B.ai; r//, r 2 ."i ; d /, i D 1; 2, near the
cavities. When ı D 0, x�1 and x�2 are tangent balls, the cavities are spherical, and
the second term in the estimate vanishes. The outer curves are distorted because
their shape depends on that of @.�1 [ �2/; hence a price of the order of .v1 C
v2/ log R

d
is felt in the energy. When ı D 1, at the opposite end, �1 [�2 is a ball

of radius d , the deformation is radially symmetric outside �1 [�2, and no extra
price for the outer curves is paid. In contrast, the cavities are “D-shaped” (they are
copies of @�1 and @�2), and a price of order

.v1 C v2/ 2n
r
v2

v1
log

d

"

is obtained as a consequence (in this case the excess energy vanishes as v2
v1
! 0,

in agreement with the prediction of Theorem 1.5).
Since the last term of the energy estimate is linear in ı, by taking either ı D 0

or ı D 1 (and assuming R > d )1 the estimate becomes

C.v1 C v2/min
�

log
R

d
; n
r
v2

v1
log

d

"1
C 2n

r
v2

v1
log

d

"2

�
:

Comparing it with the corresponding term for the lower bound (we assume, e.g.,
that v1 C v2 < 4�R2 in order to illustrate the main point),

C.v1 C v2/min
��
v2

v1

� n
n�1

log
R

d
;

�
v2

v1

� n
n�1

log
d

maxf"1; "2g
�
;

we observe that there are still some qualitative differences. First of all, in the case
when "1 � "2, a term of the form log d

"1
Clog d

"2
is much larger than log d

maxf"1;"2g .
We believe that the expression in the lower bound quantifies more accurately the
effect of the distortion of the cavities, and that the obstacle for obtaining a compa-
rable expression in the upper bound is that the domains �1 and �2 in our explicit
constructions are required to be star-shaped. For example, in the case d � "2, an
energy-minimizing deformation u would try to create a spherical cavity at a1 (so as
to prevent a term of order log d

"1
from appearing in the energy due to the distortion

of the first cavity), and, at the same time, to rapidly become radially symmetric
(because of the price of order log R

d
due to the distortion of the “outer” circles).

Therefore, for values of �"22 � v1 C v2, the second cavity would be of the form

1 When considering boundary conditions, not all values of ı can be chosen, see the discussion
below.
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B nB1 for some balls B1 and B such that B1 � B , jB1j D v1, and jBj D v1Cv2.
In other words, u must create “moon-shaped” cavities, which cannot be obtained
if u is angle-preserving.

In the second place, the interaction term in the lower bound vanishes as v2
v1
! 0

regardless of whether the minimum is achieved at log R
d

or at log d
"

, whereas in the
upper bound this vanishing effect is obtained only for the case of distorted cavities
(when log d

"
is the smallest). This is because when ı D 0 and v1 � v2, the circular

sector (we state this in two dimensions for simplicity) fa� C dei� ; � 2 .�
2
; 3�
2
/g

is mapped to a curve �a� C f .'/ei' with polar angles ' ranging almost from 0

to 2� . This “angular distortion” necessarily produces a strict inequality in (1.9),
so in principle it could be possible to quantify its effect in the lower bound. It
is not clear, however, whether for a minimizer an interaction term of the form
.v1 C v2/ log R

d
will always be present (in the case when v2

v1
! 0), or if the fact

that such a term appears in the upper bound is a limitation of the method used for
the explicit constructions.

Finally, the factor v2
v1

in front of log d
"1

and log d
"2

is raised to a different ex-
ponent in each term, the reason being that �1 and �2 play different roles in the
upper bound construction. Provided ı > 0, when v2

v1
! 0 the first subdomain is

becoming more and more like a circle (its height and its width tend to be equal, and
the distortion of the first cavity tends to vanish), whereas�2 becomes increasingly
distorted (the ratio between its height and its width tends to infinity). The factor
2n
p
v2=v1 in front of log d

"2
is only due to the fact that the effect in the energy of

the distortion of the cavities also depends on the size of the cavity.

Dirichlet Boundary Conditions
If we want our maps to satisfy specific Dirichlet boundary conditions, then they

need to be “completed” outside of the ball B.a�; R/ of the previous theorem. For
that we use the method of Rivière and Ye, and show how to obtain explicit Dirichlet
energy estimates from it. We consider the radially symmetric loading of a ball,
but other boundary conditions could also be handled. Let a�, ı, �1, �2, �1, and
�2 be as before. We are to find R1, R2, and an incompressible diffeomorphism
u W fR1 < jx � a�j < R2g ! Rn such that

(1) �1 [ �2 � B.a�; R1/ and uj@B.a�;R1/ coincides with the map of Theo-
rem 1.6, and

(2) uj@B.a�;R2/ is radially symmetric.
Not all values ofR1 andR2 are suitable for the existence of a solution, since the

reference configuration fR1 � jx � a�j � R2g must contain enough material to
fill the space between u.@B.a�; R2// (with shape prescribed by the Dirichlet data)
and u.@B.a�; R1// (whose shape is determined by Theorem 1.6; see Figure 1.6).
In the case of a radially symmetric loading, the farther �1 [ �2 is from being a
ball, the larger the reference configuration has to be. If ı D 1, nothing has to be
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(b) ı D 0:4, reference
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(c) ı D 0:9, reference
configuration,
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FIGURE 1.6. Transition to a radially symmetric map. A larger initial
domain is necessary in order to create spherical cavities. Parameters:
� D B.0; R2/,

p
.v1 C v2/=�d2 D 1:5, v2

v1
D 0:3, d D 1, R1 � d .

imposed; if ı < 1, we must have that

!n.R
n
2 �Rn1/ � C.v1 C v2/.1 � ı/

for some constant C (see Lemma 4.5). It turns out that the above necessary condi-
tion is also sufficient, as we show in the following theorem:

THEOREM 1.7. Let a1, a2 2 Rn with d WD ja1 � a2j > "1 C "2. Given ı 2 Œ0; 1�
set

(1.15)

Vı WD 22nC1n.v1 C v2/.1 � ı/;

R1 � max
�
n

s
Vı

!n
; 2d

�
; R2 WD n

s
Rn1 C

Vı

!n
;

where v1 � v2 � 0. Then there exists a� in the segment joining a1 and a2
and a piecewise-smooth homeomorphism u W Rn n fa1; a2g ! Rn such that
ujRnnB.a�;R2/ is radially symmetric, DetDu D Ln C v1ıa1 C v2ıa2 in Rn, and
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for all R � R1
1

n

Z

B.a�;R/n.B"1 .a1/[B"2 .a2//

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

dx

� C1.v1 C v2 C !nRn/C
2X

iD1
vi log

R

"i

C C2.v1 C v2/
�
.1 � ı/

�
log n

s
Vı

!ndn

�

C
C ı

�
n

r
v2

v1
log

d

"1
C 2n

r
v2

v1
log

d

"2

��
:

The main differences with respect to Theorem 1.6 are that u is now radially
symmetric in Rn n B.a�; R2/ and that log R

d
has been replaced with

log n

s
Vı

!ndn
D C C log n

s
.v1 C v2/.1 � ı/

!ndn

in the interaction term. The proof is presented in Section 4.2. As a consequence
we finally obtain the following:

COROLLARY 1.8. Let� be a ball of radius R � 2d , with d > "1C "2 > 0. Then,
for every v1 � v2 � 0 there exist a1, a2 2 � with ja1 � a2j D d and a Lipschitz
homeomorphism u W � n fa1; a2g ! Rn such that DetDu D Ln C v1ıa1 C v2ıa2
in �, uj@� � �id (with �n � 1 WD v1Cv2j�j ), and

1

n

Z

�n.B"1 .a1/[B"2 .a2//

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

dx

� C1.v1 C v2 C !nRn/C v1 log
R

"1
C v2 log

R

"2

C C2.v1 C v2/ min
ı2Œı0;1�

�
.1 � ı/

�
log

.v1 C v2/.1 � ı/
!ndn

�

C

C ı
�
n

r
v2

v1
log

d

"1
C 2n

r
v2

v1
log

d

"2

��

with

ı0 WD max
�
0; 1 � j�j � 2

n!nd
n

4nC1n!ndn

�
:

The value of ı0 is such that ı � ı0 if and only if !nRn � !nR
n
1 C Vı , with

!nR
n
1 WD Vı C !n.2d/n; the idea is to be able to use Theorem 1.7 and obtain a

final energy estimate depending only on v1, v2, d , "1, "2, and the size j�j of the
domain.

1.4 Convergence Results
Once we have upper and lower bounds, we show that for “almost minimizers”

one of the three scenarios described after Theorem 1.5 holds in the limit "! 0.
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THEOREM 1.9. Let � be an open and bounded set in Rn, n � 2. Let "j ! 0

be a sequence that we will denote in what follows simply by ". Let f�"g" be a
corresponding sequence of domains of the form �" D � n Sm

iD1 xB".a1;"/ with
m 2 N, a1;"; : : : ; am;" 2 � and " such that the balls B".a1;"/; : : : ; B".am;"/ are
disjoint. Assume that for each i D 1; : : : ; m the sequence fai;"g" is compactly
contained in �. Suppose, further, that there exists u" 2 W 1;n.�";Rn/ satisfying
condition INV, DetDu" D Ln in �", sup" ku"kL1.�"/ <1, and

(1.16)
1

n

Z

�"

ˇ̌
ˇ̌Du".x/p
n � 1

ˇ̌
ˇ̌
n

dx �
� mX

iD1
vi;"

�
log

diam�

"
C C

�
j�j C

mX

iD1
vi;"

�
;

where vi;" WD jE.ai;"; "Iu"/j � !n"n and C is a universal constant.2

Then (extracting a subsequence) the following limits are well-defined:

ai D lim
"!0 ai;"; vi D lim

"!0 vi;"; i D 1; : : : ; m;

and there exists u 2 T1�p<nW 1;p.�;Rn/ \W 1;n
loc .� n fa1; : : : ; amg;Rn/ such

that
� u" * u in W 1;n

loc .� n fa1; : : : ; amg;Rn/.
� DetDu"

�
* DetDu in � n fa1; : : : ; amg locally in the sense of measures.

� DetDu DPm
iD1 viıai C Ln in �.

When m D 2, one of the following holds:
(i) if a1 ¤ a2 and v1; v2 > 0 (assume without loss of generality v1 � v2),

then:
� The cavities imT.u; a1/ and imT.u; a2/ (as defined in (2.3)) are balls

of volume v1 and v2.
� jE.ai;"; "Iu"/4 imT.u; ai /j ! 0 as "! 0 for i D 1; 2.
� Under the added assumption that v1Cv2 < 2n!n.dist. a1Ca2

2
; @�//n,

!nja2 � a1jn
v1 C v2

�

C1 exp
�
�C2

�
1C j�j

v1 C v2
C log

!n.diam�/n

v1 C v2

���
v2

v1 C v2

� n
n�1�

for some positive constants C1 and C2 depending only on n.
(ii) If minfv1; v2g D 0 (say v2 D 0), then imT.u; a1/ (the only cavity opened

by u) is spherical.
(iii) If a1 D a2 and v1; v2 > 0 (assume v1 � v2), then:

� imT.u; a1/ is a ball of volume v1 C v2.
� ja2;" � a1;"j D O."/ as "! 0.

2 Now we write E.ai;"; "Iu"/ and not just E.ai;"; "/ to highlight the dependence on u". It corre-
sponds to the cavity opened by u" at ai;" (compare with (1.10) and (2.3)).
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� The cavities must be distorted in the following sense:

(1.17) lim inf
"!0

v1D.E.a1;"; "Iu"// n
n�1 C v2D.E.a2;"; "Iu"// n

n�1

v1 C v2
>

Cn

�
v2

v1 C v2

� n
n�1

;

Cn being as in Proposition 1.3.

In the situation of two cavities, the three cases above correspond to the three
scenarios at the end of Section 1.2 in the same order.

The main ingredients for the proof are the comparison of the upper bound (1.16)
with the lower bounds Proposition 1.1 and Theorem 1.5, standard compactness
arguments, and an argument introduced by Struwe [81] in the context of Ginzburg-
Landau that allows us to deduce from the energy bounds sufficient compactness
of u".

1.5 Additional Comments and Remarks
We note first that our analysis works provided that the distance of the cavitation

points to the boundary does not get small (thus the domain cannot be too thin
either). It is an interesting question to better understand what happens when they
do get close to the boundary, as well as the effect of the boundary conditions.

Second, it follows from our work that it is always necessary to compare quan-
tities in the reference configuration with quantities in the deformed configuration
due to the scale invariance in elasticity. For example, we have shown that a large
price needs to be paid (in terms of elastic energy) in order to open spherical cavities
whenever the distance between the cavitation points is small compared to the final
size of the cavities (!ndn � v1 C v2). If we only know that the cavitation points
are becoming closer and closer to each other, from this alone we cannot conclude
that the cavities will interact and that the total elastic energy will go to infinity, as
the following argument shows: Suppose that u is an incompressible map defined on
the unit cube Q � Rn, opening a cavity and satisfying affine boundary conditions
of the form u.x/ � Ax on @Q, A 2 Rn�n. Then, by rescaling u and reproducing
it periodically, it is possible to construct a sequence of incompressible maps creat-
ing an increasingly large number of cavities at cavitation points that are closer and
closer to each other in such a way that all the deformations in the sequence have
exactly the same elastic energy (cf. Ball and Murat [9]; see also [53, 54, 64]). This
is possible because the cavities themselves are also becoming increasingly smaller,
with radii decaying at the same rate as the distance between neighboring cavitation
points. This example also shows that the strategy of filling the material with an ar-
bitrarily large number of small cavities is, in a sense, equivalent to forming a single
big cavity (there is no interaction between the singularities). Here we complement
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that result by showing that if it is not possible to create an infinite number of cav-
ities, then the interaction effects in the energy do become noticeable, and under
some circumstances can even be quantified.

Third, we mention that the idea of partitioning the domain and using angle-
preserving maps inside the resulting subdomains (as described in Section 1.3) can
be used to produce test maps that are incompressible and open any prescribed num-
ber of cavities (for example, by dividing the initial domain in angular sectors).

Fourth, in several recent works [1, 2, 18, 28] expressions have appeared for the
optimal value of the constant in the quantitative isoperimetric inequality (Propo-
sition 1.4) obtained under various hypotheses. One may wonder whether this can
be used to give an explicit optimal value for the constant appearing in the lower
bound of Theorem 1.5. We believe that this is not possible due to the complexity
of the problem. Among other things, one needs to consider the distortion not of a
single set E but of a whole family of nested sets imT.u; @B.a; r// for r ranging in
a set of values that in itself is hard to specify and can only be estimated. Moreover,
it may well be that not all of the images u.@B.a; r// have the shape associated to
the optimal constant in the quantitative isoperimetric inequality, or if, for example,
this occurred for the curves around one of the cavities, it need not be the case for
the outer curves enclosing two cavities (or vice versa). Regarding another possible
improvement of the estimates, we mention that it might be possible to replace the
Frankel asymmetry for the Hausdorff distance from the deformed cavities to their
reference disks, at least in the plane where the connectedness of the cavities would
be the only additional requirement (this has been suggested to us by F. Maggi).

Finally, we discuss the case p ¤ n. It is not clear how to extend the analysis to
this case, the main reason being that the energy is no longer conformally invariant
while the ball construction method is only suited for such cases. To see this in a
simple way, let us consider the case of two cavities, assuming incompressibility
and letting "1 D "2 ! 0, and let us try to reproduce steps (1.8) and (1.11) with
(1.14). The p-equivalent of (1.14) obtained by Hölder’s inequality (and by relating
jDujn�1 to the area element j.cofDu/�j, see Lemma 3.1) is

Z

@B.a;r/

ˇ̌
ˇ̌ Du.x/p
n � 1

ˇ̌
ˇ̌
p

dHn�1

� Per.E.a; r//
p
n�1

.n!nrn�1/
p
n�1�1

� n!
n�p
n

n

jE.a; r/jpn
r1�.n�p/

�
1C CD.E.a; r// p

n�1
�
:

According to this, when p ¤ nwe may bound from below the energy inB.a1; d2 /[
B.a2; d2 / (with d D ja2 � a1j) by
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Z

B.a1;d2 /[B.a2;d2 /

!
.p�n/=n
n

n

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
p

dx �

�
v
p=n
1 C vp=n2

��d
2

�n�p
C C.v1 C v2/

p
n

Z d
2

0

˝
D.E.ai ; r//

p
n�1

˛
rn�p�1 dr;

where hD.E.ai ; r//p.n�1/i stands for the average distortion

˝
D.E.ai ; r//

p
n�1

˛ WD
�
v
p=n
1 D.E.a1; r//

p
n�1 C vp=n2 D.E.a2; r//

p
n�1

�
.v1 C v2/�

p
n :

Analogously, we can bound the energy in B.a; R/ n xB.a; d / (with a D a1Ca2
2

) by

A WD
Z

B.a;R/n xB.a;d/

!
.p�n/=n
n

n

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
p

dx �

.v1 C v2/
p
n

Z R

d

rn�p�1 dr C C.v1 C v2/
p
n

Z R

d

D.E.a; r//
p
n�1 rn�p�1 dr

and obtain

A � .v1 C v2/
p
n

�Z d
2

0

C
Z R

d

�
rn�p�1 dr C

�
v
p
n

1 C v
p
n

2 � .v1 C v2/
p
n

��
d

2

�n�p

„ ƒ‚ …
II

C C.v1 C v2/
p
n

�Z d
2

0

hD.E.ai ; r//
p
n�1 irn�p�1 dr C

Z R

d

D.E.a; r//
p
n�1 rn�p�1

�

„ ƒ‚ …
III

:

Assume that v1 C v2 is fixed (as is the case in the Dirichlet problem). Let us
first consider the case p < n. Since the limit " ! 0 is not singular in this case
(contrary to p D n), the problem cannot be analyzed by asymptotic analysis. If we
guide ourselves only by the second and third terms (II and III), when p < n we
can say the following: The factor vp=n1 C vp=n2 � .v1 C v2/p=n in II is minimized
when minfv1; v2g D 0, hence it motivates the creation of just one cavity (the same
can be said for the problem withM cavities, because vp=n1 C� � �Cvp=nM is concave
and the restriction v1C : : :C vM D const is linear). If the above difference has to
be positive, the factor .d

2
/n suggests that the two cavitation points would want to

be arbitrarily close, and that the cavities would tend to act as a single cavity. This
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is consistent with the prediction for III; indeed, consider the estimate for p D n:

1

n

Z

�"\B.a;R/

ˇ̌
ˇ̌ Du.x/p
n � 1

ˇ̌
ˇ̌
n

dx � .v1 C v2/
�Z d

2

"

C
Z R

d

�
dr
r

C C.v1 C v2/
�Z d

2

"

˝
D.E.ai ; r//

n
n�1

˛dr
r
C
Z R

d

D.E.a; r//
p
n�1 dr

r

�
:

Under a logarithmic cost, it is much more important to minimize the distortions
D.E.ai ; r// of the circles u.@B.ai ; r//, i D 1; 2, " < r < d

2
near the cavities,

rather than the distortion of the outer circles D.E.a; r//, r > d . As was discussed
before, this leads either to the case of well separated and spherical cavities (Sce-
nario I on p. 1038), or to the conclusion that if outer circles are mapped to circles
(Scenario III) then the distance between cavitation points must be of order " (The-
orem 1.9(iii)). In contrast, when p < n, in the presence of the weight rn�p�1,
minimizing the distortions D.E.a; r//, r > d , gains more relevance compared to
the distortion near the cavities.

For the previous reasons, we believe that the deformations of Scenario I will
not be global minimizers; instead the body will prefer to open a single cavity. If
multiple cavities have to be created, then the cavitation points will try to be close to
each other, and the deformation will try to rapidly become radially symmetric. The
cavities will be distorted and try to act as a single cavity (as in Scenario III, which
creates a state of strain potentially leading to fracture by coalescence), at distances
between the cavitation points that are of order 1 (not of order "). This, in fact, is
what has been observed numerically [51, 85].

Let us now turn to p > n. The lower bound reads
Z

�"\B.a;R/

!
.p�n/=n
n

n

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
p

C .v1 C v2/p=n
p � n Rn�p

� .vp=n1 C vp=n2 /

Z d
2

"

rn�p�1
„ ƒ‚ …

I

C .v1 C v2/p=ndn�p„ ƒ‚ …
II

C C.v1 C v2/p=n
�Z d

2

"

hD.E.ai ; r//
p
n�1 irn�p�1

C
Z R

d

D.E.a; r//
p
n�1 rn�p�1

�
:

This time the limit " ! 0 is singular, even more so than for p D n. The factor
v
p=n
1 Cvp=n2 is now minimized when the cavities have equal volumes. Regarding d ,

the first term prefers small distances (d D 2"), while the second prefers d !
1; since .v1 C v2/

p=n > v
p=n
1 C v

p=n
2 , it can be said that II has a stronger
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influence, hence d large should be preferred (although in order to be sure, it would
be necessary to compute the energy in the transition region B.a; d / n .B.a1; d2 / [
B.a2; d2 //.) With respect to the third term, it is now much more vital to create
spherical cavities (so as to minimize the first of the two integrals) than when p D n.
This implies that it is Scenario I, rather than II or III, which should be observed.

The case p < n, therefore, should favor a single cavity and coalescence, p > n
should favor many cavities and splitting, and both situations are possible in the
borderline case that we have studied, p D n.

1.6 Plan of the Paper
In Section 2 we describe our notation and recall the notions of perimeter, re-

duced boundary, topological image, distributional determinant, and the invertibility
condition INV. In Section 3 we begin by extending (1.14) to the case of an arbi-
trary power p and space dimension n (Lemma 3.1). In Section 3.1 we prove the
lower bound for an arbitrary number of cavities using the ball construction method
(Proposition 1.1). In Section 3.2, we prove the main lower bound (Theorem 1.5)
and postpone the proof of our estimate on the distortions (Proposition 1.3) to Sec-
tion 3.3. The energy estimates for the angle-preserving ansatz are presented in
Section 4.1 and proved in Section 4.3. In Section 4.2 we show how to complete the
maps away from the cavitation points so as to fulfill the boundary conditions, and
in Section 4.4 we comment briefly on the numerical computations presented in this
paper based on the constructive method of Dacorogna and Moser [23]. Finally, the
proof of the main compactness result and of the fact that in the limit only one of
the three scenarios holds (Theorem 1.9) is given in Section 5.

2 Notation and Preliminaries
2.1 General Notation

Let n denote the space dimension. Vector-valued and matrix-valued quantities
will be written in boldface. The set of unit vectors in Rn is denoted by Sn�1.
Given a set E � Rn, � � 0, and h 2 Rn, we define �E WD f�x W x 2 Eg and
E C h WD fxC h W x 2 Eg. The interior and the closure of E are denoted by IntE
and xE, and the symmetric difference of two sets E1 and E2 by E14E2. If E1 is
compactly contained in E2, we write E1 b E2. The notation B.x; R/ and BR.x/
is used for the open ball of radius R centered at x, and xB.a; R/ and xBR.a/ for the
corresponding closed ball. The distance from a point x to a set E is denoted by
dist.x; E/, the distance between sets by dist.E1; E2/, and the diameter of a set by
diamE.

Given A an n � n matrix, AT will be its transpose, det A its determinant, and
cof A its cofactor matrix (defined by AT cof A D .det A/1, where 1 stands for the
n � n identity matrix). The adjugate matrix of A is adj A D .cof A/T.

The Lebesgue and the k-dimensional Hausdorff measure are denoted by Ln and
Hk , respectively. IfE is a measurable set, Ln.E/ is also written jEj (as well as jI j
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for the length of an interval I ). The measure of the k-dimensional unit ball is !k
(accordingly, Hn�1.@B.x; r// D n!nr

n�1). The exterior product of 1 � k � n
vectors a1; : : : ; ak 2 Rn is denoted by a1 ^ � � � ^ ak or

Vk
iD1 ai . It is k-linear,

antisymmetric, and such that ja1 ^ � � � ^ akj is the k-dimensional measure of the
k-prism formed by a1; : : : ak (see, e.g., [3, 27, 37, 79]). In particular, jxj2 D
jx � ej2 C jx ^ ej2 for all x 2 Rn and e 2 Sn�1. With a slight abuse of notation,
when k D n the expression a1 ^ � � � ^ an is used to denote the determinant (in the
standard basis) of the matrix with column vectors a1; : : : ; an 2 Rn.

The characteristic function of a set E is referred to as �E , and the restriction of
u to E as ujE . The sign function sgn W R ! f�1; 0; 1g is given by sgn x D x

jxj if
x ¤ 0, sgn 0 D 0. The notation id is used for the identity function id.x/ � x. The
symbol

¬
E f stands for the integral average 1

jE j
R
E f . The support of a function f

is represented by sptf .
The space of infinitely differentiable functions with compact support is denoted

by C1c .�/, and the Lp norm of a function f by kf kLp . Sobolev spaces are
denoted by W 1;p.�;Rn/, as usual. The Hilbert space W 1;2.�;Rn/ is denoted
by H 1.�;Rn/. The weak derivative (the linear transformation) of a map u 2
W 1;p.�;Rn/ at a point x 2 Rn is identified with the gradient Du.x/ (the matrix
of weak partial derivatives).

Use will be made of the co-area formula (see, e.g., [3, 26, 27]): if E � Rn is
measurable and � W E ! R is Lipschitz, then for all f 2 L1.E/

Z

E

f .x/jD�.x/jdx D
Z 1

�1

� Z

fx2E W�.x/Dtg
f .x/dHn�1.x/

�
dt:

2.2 Perimeter and Reduced Boundary
DEFINITION 2.1. The perimeter of a measurable set E � Rn is defined as

PerE WD sup
�Z

E

div g.y/dy W g 2 C 1c .Rn;Rn/; kgk1 � 1
�
:

DEFINITION 2.2. Given y0 2 Rn and a nonzero vector � 2 Rn, we define

HC.y0; �/ WD fy 2 Rn W .y � y0/ � � � 0g;
H�.y0; �/ WD fy 2 Rn W .y � y0/ � � � 0g:

The reduced boundary of a measurable set E � Rn, denoted by @�E, is defined as
the set of points y 2 Rn for which there exists a unit vector � 2 Rn such that

lim
r!0C

jE \H�.y; �/ \ B.y; r/j
jB.y; r/j D 1

2
;

lim
r!0C

jE \HC.y; �/ \ B.y; r/j
jB.y; r/j D 0:

The vector � is uniquely determined and is called the unit outward normal to E.
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The above definition of perimeter coincides with the Hn�1-measure of the re-
duced boundary; this is the work of Federer, Fleming, and De Giorgi (see, e.g.,
[3, 26, 27, 87]).3

2.3 Degree and Topological Image
We begin by recalling the notion of topological degree for maps u that are only

weakly differentiable [14, 20, 30, 60].
If u 2 W 1;p.�;Rn/ and x 2 Rn, then, for a.e. r 2 .0;1/ with @B.x; r/ � �,
(R1) u.z/ and Du.z/ are defined at Hn�1-a.e. z 2 @B.x; r/,
(R2) uj@B.x;r/ 2 W 1;p.@B.x; r/;Rn/, and
(R3) D.uj@B.x;r//.z/ D .Du.z//jTz.@B.x;r// (the n-dimensional and the tangen-

tial weak derivatives coincide; Tz.@B.x; r// denotes the tangent plane) for
Hn�1-a.e. z 2 @B.x; r/.

(These properties follow by approximating by C1 maps and using the co-area
formula.) If, moreover, p > n � 1, then, by Morrey’s inequality, there exists a
unique map xu 2 C 0.@B.x; r// that coincides with uj@B.x;r/ Hn�1-a.e. With an
abuse of notation we write u.@B.x; r// to denote xu.@B.x; r//.

If p > n � 1 and (R2) is satisfied, for every y 2 Rn n u.@B.x; r// we define
deg.u; @B.x; r/; y/ as the classical Brouwer degree [30, 72] of uj@B.x;r/ with re-
spect to y. The degree deg.u; @B.x; r/; � / is the only L1.Rn/ map [14, 60] such
that

(2.1)
Z

Rn

deg.u; @B.x; r/; y/ div g.y/dy D
Z

@B.x;r/

g.u.z// � .cofDu.z//�.z/dHn�1.z/

for every g 2 C 1.Rn;Rn/, �.z/ being the outward unit normal to @B.x; r/.
For a map u 2 W 1;p.�;Rn/ that is invertible, orientation preserving, and regu-

lar except for the creation of a finite number of cavities, deg.u; @B.x; r/; y/ is equal
to 1, roughly speaking, only at those points y enclosed by u.@B.x; r//. Because of
this, the degree is useful for the study of cavitation, since we can detect a cavity
by looking at the set of points where the degree is 1 but which do not belong to
the image of u (they are not part of the deformed body). This gave rise to Šverák’s
notion of topological image [82].

DEFINITION 2.3. Let u 2 W 1;p.@B.x; r/;Rn/ for some x 2 Rn, r > 0, and
p > n � 1. Then

imT.u; B.x; r// WD fy 2 Rn W deg.u; @B.x; r/; y/ ¤ 0g:
3 When PerE D1, this is true at least if we consider the measure-theoretic boundary, as defined

in [26, theorem 5.11.1]. For sets of finite perimeter, the two notions of boundary coincide Hn�1-a.e.
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It was pointed out by Müller and Spector [59, sec. 11] that Sobolev maps may
create cavities in some part of the body and subsequently fill them with material
from somewhere else (even if they are one-to-one a.e. [5]). In order to avoid this
pathological behavior, they defined a stronger invertibility condition, based on the
topological image.

DEFINITION 2.4 ([59, sec. 3]). Let u 2 W 1;p.�;Rn/ with p > n � 1. We say
that u satisfies condition INV if

(i) u.z/ 2 imT.u; B.x; r// for a.e. z 2 B.x; r/ \� and
(ii) u.z/ 2 Rn n imT.u; B.x; r// for a.e. z 2 � n B.x; r/

for every x 2 Rn and a.e. r 2 .0;1/ such that uj@B.x;r/ 2 W 1;p.@B.x; r/;Rn/. 4

In the following proposition we summarize some of the main virtues of condi-
tion INV. We add a sketch of the proof to make it easier for the interested reader to
compile the different ideas and reconcile the different notation in [82], [59, lemmas
2.5, 3.5, and 7.3], [20, lemmas 3.8 and 3.10], [43, lemma 2], and [44, prop. 6 and
lemma 15].

PROPOSITION 2.5. Let u 2 W 1;p.�;Rn/ with p > n � 1 satisfy detDu > 0 a.e.
and condition INV. Then, for every x 2 Rn there exists a full-L1-measure subset
Rx of fr 2 .0;1/ W @B.x; r/ � �g for which (R1)–(R3), conditions (i)–(ii) of
Definition 2.4, and the following properties are satisfied:

(i) deg.u; @B.x; r/; y/ 2 f0; 1g for every y 2 Rn n u.@B.x; r//,
(ii) @� imT.u; B.x; r// D u.@B.x; r// up to Hn�1-null sets,

(iii) Per
�

imT.u; B.x; r//
� D R@B.x;r/ j.cofDu.z//�.z/jdHn�1.z/, and

(iv) jimT.u; B.x; r//j D 1
n

R
@B.x;r/ u.z/ � .cofDu.z//�.z/dHn�1.z/.

Moreover, for every x; x0 2 Rn and every r 2 Rx, r 0 2 Rx0 ,
(v) imT.u; B.x; r// � imT.u; B.x0; r 0// if B.x; r/ � B.x0; r 0/, and

(vi) imT.u; B.x; r// \ imT.u; B.x0; r 0// D ¿ if B.x; r/ \ B.x0; r 0/ D ¿.

PROOF. Call �0 the set of x 2 � for which there exist w 2 C 1.Rn;Rn/ and a
compact set K � � such that

(2.2) lim
r!0C

jK \ B.x; r/j
jB.x; r/j D 1; ujK D wjK ; and DujK D DwjK :

Since u 2 W 1;p.�;Rn/, it is possible to find (combining Federer’s approxima-
tion of approximately differentiable maps by Lipschitz functions, Rademacher’s
theorem, and Whitney’s extension theorem; see, e.g., [26, cor. 6.6.3.2], [27, the-
orems 3.1.8 and 3.1.16], [59, prop. 2.4], [43, lemma 1]) an increasing sequence

4 The original definition in [59, sec. 3] required (i) and (ii) to hold only for a.e. r such that
B.x; r/ � �. Here we ask slightly more, namely that (i) and (ii) be satisfied for a.e. r such that
@B.x; r/ � �. As explained in [41], this modification is necessary when considering perforated
domains, due to Sivaloganathan, Spector, and Tilakraj’s example [78, sec. 6] of leakage between
cavities (see the discussion in [41]). Definition 2.4 above is equivalent to [41, def. 2.3] (as follows
from the proof of [44, prop. 6]).
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of compact sets fKj gj2N contained in � and a sequence fwj gj2N of maps in
C 1.Rn;Rn/ such that ujKj D wj jKj , ruj jKj D DwjKj , and j� n Kj j < 1=j

for each j 2 N. By Lebesgue’s differentiation theorem, jKj n K 0j j D 0 where
K 0j WD fx 2 Kj W limr!0C.r�njB.x; r/ n Kj/ D 0g. Since �0 �

S
j2N K

0
j , it

follows that j� n�0j D 0.
Define Rx as the subset of fr 2 .0;1/ W @B.x; r/ � �g for which (R1)–(R3),

conditions (i)–(ii) of Definition 2.4, and the following properties are satisfied:
(R4) Hn�1.@B.x; r/ n�0/ D 0 and
(R5) detDu.z/ > 0 for Hn�1-a.e. z 2 @B.x; r/.

The fact that jfr 2 .0;1/ W @B.x; r/ � �g n Rxj D 0 is a consequence of the
co-area formula and of the discussion before Definition 2.3. For this choice of Rx
we have that the properties listed in the proposition are satisfied for all (not only
for a.e.) r 2 Rx. This follows from (2.1), the fact that uj�0 is one-to-one (by
[59, lemmas 3.4 and 2.5]; only minor modifications are required, see [43, lemma
2] if necessary), and a careful inspection of the proofs of [59, lemmas 2.5, 3.5, and
7.3]. �

By Proposition 2.5(v) the topological image of B.x; r/ can be defined for all
x 2 Rn and all r � 0 such that fz W r < jzj < r C ıg � � for some ı > 0 (not
only for radii r 2 Rx). Indeed, since the sequence fimT.u; B.x; r// W r 2 Rxg is
increasing for every x 2 Rn, we may define

(2.3) E.x; r/ WD
\

r 0>r
r 02Rx

imT.u; B.x; r//:

Whenever explicit mention of u is necessary (such as in Theorem 1.9 where se-
quences of deformations are considered), we write E.a; r Iu/. Finally, if a point
a 2 Rn is such that B.a; ı/ n fag � � for some ı > 0, we define its topological
image as E.ai ; 0/ and denote it by imT.u; a/.

2.4 The Distributional Determinant
It is well-known that the Jacobian determinant of a C 2 map u W � � Rn ! Rn

has a divergence structure. When n D 2 this is

detDu D u1;1u2;2 � u2;1u1;2 D .u1u2;2/;1 � .u1u2;1/;2
(ui;j denotes the j th partial derivative of the i th component of u), or, when n D 3,

detDu D u1;1
ˇ̌
ˇ̌u2;2 u2;3
u3;2 u3;3

ˇ̌
ˇ̌C u1;2

ˇ̌
ˇ̌u2;3 u2;1
u3;3 u3;1

ˇ̌
ˇ̌C u1;3

ˇ̌
ˇ̌u2;1 u2;2
u3;1 u3;2

ˇ̌
ˇ̌

D
�
u1

ˇ̌
ˇ̌u2;2 u2;3
u3;2 u3;3

ˇ̌
ˇ̌
�

;1

C
�
u1

ˇ̌
ˇ̌u2;3 u2;1
u3;3 u3;1

ˇ̌
ˇ̌
�

;2

C
�
u1

ˇ̌
ˇ̌u2;1 u2;2
u3;1 u3;2

ˇ̌
ˇ̌
�

;3

:

In higher dimensions, we may write detDu D Div..adjDu/ u
n
/.
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One of the main ideas in Ball’s theory for nonlinear elasticity [4] is that if the
divergence is taken in the sense of distributions, the right-hand side of the above
expressions is well-defined for maps that are only weakly differentiable. This mo-
tivated his definition of the distributional determinant of a map

u 2 W 1;n�1.�;Rn/ \ L1loc.�;R
n/

as the distribution DetDu 2 D0.�/ given by

(2.4) hDetDu; �i WD �1
n

Z

�

u.x/ � .cofDu.x//D�.x/dx; � 2 C1c .�/

(see also [12, 13, 19, 24, 58, 71] and references therein for subsequent develop-
ments and for the role of DetDu in compensated compactness, homogenization,
liquid crystals, and superconductivity). If a map u 2 W 1;p.�;Rn/, p > n�1, sat-
isfies condition INV, then u.z/ is contained in the region enclosed by u.@B.x; r//
for every x 2 Rn, a.e. z 2 � \ B.x; r/, and a.e. r > 0 such that @B.x; r/ � �.
Consequently, u 2 L1loc.�;R

n/, and the distributional determinant is well-defined.

PROPOSITION 2.6 (cf. [59, lemma 8.1]). Let u 2 W 1;p.�;Rn/, p > n�1, satisfy
detDu > 0 a.e. and condition INV. Then

(i) DetDu is a nonnegative Radon measure in �, and there exists a measure
�s , singular with respect to Ln, such that DetDu D .detDu/Ln C �s .

(ii) jE.x; r/ n imT.u; B.x; r//j D 0 for every x 2 Rn and r 2 Rx.
(iii) If x0; : : : ; xM 2 Rn and r0; : : : ; rM 2 Œ0;1/ for some M 2 N are such

that the closed balls xBi WD fx 2 Rn W jx � xi j � rig, i D 1; : : :M

(if ri D 0 we are defining xBi to be fxig) are disjoint and contained in
xB.x0; r0/, then

ˇ̌
ˇE.x0; r0/ n

M[

iD1
E.xi ; ri /

ˇ̌
ˇ D DetDu

�
xB.x0; r0/ n

M[

iD1
xBi
�
;

provided the set on the right-hand side is contained in �.

PROOF. Part (i) was proved in [59, lemma 8.1]. For the remaining parts we just
need to adapt that lemma to the case of perforated domains. Let x0; : : : xM 2 Rn

and r0 2 Rx0 , r1 2 Rx1 , . . . , rM 2 RxM for some M 2 N, and suppose that
B.x0; r0/ n

SM
iD1 xB.xi ; ri / � �, that the M closed balls are disjoint, and that

xB.xi ; ri / � B.x0; r0/ for each i . Let  2 C1c .R/ be such that  � 0 in .�1; 0�,
 � 1 in Œ1;1/, and k 0kL1 � 2. For every ı > 0 sufficiently small, let �ı
be the cutoff function given by �ı � 1 in xB.x0; r0 � ı/ n

SM
iD1B.xi ; ri C ı/,

�ı.x/ WD 1� . jx�x0j�.r0�ı/
ı

/ in Rn nB.x0; r0� ı/, �ı.x/ WD 1� . riCı�jx�xi j
ı

/
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in B.xi ; ri C ı/, i D 1; : : : ;M . Then

hDetDu; �ıi D !0.r0/ � !1.ri / � � � � � !M .rM /

C
− r0

r0�ı
 0
�
r � .r0 � ı/

ı

�
.!0.r0/ � !0.r//dr

C
MX

iD1

− riCı

ri

 0
�
ri C ı � r

ı

�
.!i .ri / � !i .r//dr;

where for i D 1; : : : ;M and r 2 Rxi we have defined

!i .r/ WD 1

n

Z

@B.xi ;r/

u.z/ � .cofDu.z//�.z/dHn�1.z/:

By Proposition 2.5(iv)–(vi) and Lebesgue’s differentiation theorem applied to !i ,

ˇ̌
ˇimT.x0; r0/ n

M[

iD1
imT.xi ; ri /

ˇ̌
ˇ D DetDu

�
B.x0; r0/ n

M[

iD1
xB.xi ; ri /

�
:

This implies (ii) (by definition of E.x; r/, taking M D 1, x0 D x1, and r1 D r)
and (iii) (by approximating each ri in the statement of (iii) with radii in Rx0 , . . . ,
RxM ). �

3 Lower Bounds
The following is the basic estimate that allows us to relate the elastic energy to

the volume and distortion of the cavities. It extends (1.14) to an arbitrary expo-
nent p and dimension n.

LEMMA 3.1. Suppose that u 2 W 1;p.�;Rn/, p > n�1, satisfies detDu > 0 a.e.
and condition INV. Then, for every x 2 � and r 2 Rx (as defined in Proposition
2.5),

−

@B.x;r/

ˇ̌
ˇ̌D
�
uj@B.x;r/

�
.x/p

n � 1

ˇ̌
ˇ̌
p

dHn�1.x/ �
� jE.x; r/j
jB.x; r/j

�p=n�
1C CD�E.B.x; r//��

p
n�1 :

Equality is attained only if uj@B.x;r/ is radially symmetric.

PROOF. Given x 2 Rn, r > 0, and z 2 @B.x; r/ such that Du.z/ is well-
defined, we have that

j.cofDu.z//�.z/j
D j.Du.z//e1 ^ � � � ^ .Du.z//en�1j � j.Du/e1j � � � j.Du/en�1j
� .n � 1/ 1�n2 .j.Du/e1j2 C � � � C j.Du/en�1j2/n�12 ;
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fe1; : : : ; en�1; �.z/g being an orthonormal basis of Rn with �.z/ WD .z � x/=r .
Equality holds only if j.Du/ei j D j.Du/ej j and .Du/ei ? .Du/ej for i ¤ j , as
in Sivaloganathan and Spector [76, 77]. If r 2 Rx, by Propositions 2.5(iii), 2.6(ii),
and 1.4, we obtain

−

@B.x;r/

ˇ̌
ˇ̌D
�
uj@B.x;r/

�
p
n � 1

ˇ̌
ˇ̌
n�1

dHn�1 �
� jE.x; r/j

!nrn

�n�1
n

.1C CD�E.x; r/�/:

The conclusion follows by Jensen’s inequality. �
3.1 Ball Constructions and the Case of Multiple Cavities

In this section we prove Proposition 1.1 (our first lower bound, valid for an
arbitrary number of cavities). We start by introducing the necessary notation and
by recalling the ball construction method in Ginzburg-Landau theory, following
the presentation in [71].

Collections of balls will be denoted by expressions with B. If B is a ball, r.B/
denotes its radius. If B is a collection of balls, then r.B/ D P

B2B r.B/. If
� � 0, �B WD f�B W B 2 Bg. We use

S
B to denote the union

S
B2B B of a

collection of balls. Given a measurable set A and a collection of balls B, we denote
fB \ A W B 2 Bg by A \ B. Given F W Rn � .0;1/ ! R, we regard F as
a function defined on the set of all balls (cf. [71, def. 4.1]) and write F.B/ for
F.x; r/ if B D B.x; r/ (or xB.x; r/). Also, we write F.B/ for

P
B2B F.B/ if B is

a collection of balls.

PROPOSITION 3.2 (cf. [71, theorem 4.2]). Let B0 be a finite collection of disjoint
closed balls and let t0 WD r.B0/. There exists a family fB.t/ W t � t0g of collections
of disjoint closed balls such that B.t0/ D B0 and

(i) for every s � t � t0,
S

B.t/ �SB.s/;
(ii) there exists a finite set T such that if Œt1; t2� � Œt0;1/ n T , then B.t2/ D

t2
t1
B.t1/; and

(iii) r.B.t// D t for every t � t0.

We point out that we chose a different parametrization from the one in [71,
theorem 4.2]. Here t corresponds to et there.

DEFINITION 3.3 ([71, def. 4.1]). We say that a function F W Rn � .0;1/ ! R
is monotonic (when regarded as a function defined in the set of balls) if F.x; r/ is
continuous with respect to r and F.B/ � F.B0/ for any families of disjoint closed
balls B and B0 such that

S
B �SB0.

PROPOSITION 3.4 (cf. [71, prop. 4.1]). Let F W Rn � .0;1/ ! R be monotonic
in the sense of Definition 3.3. Let B0 and fB.t/ W t � t0g satisfy the conditions of
Proposition 3.2. Then

(3.1) F.B.s// � F.B0/ �
Z s

t0

X

B.x;r/2B.t/
r
@F
@r
.x; r/

dt
t
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for every s � t0, and for every B 2 B.s/

(3.2) F.B/ � F.B0 \ B/ �
Z s

t0

X

B.x;r/2B.t/\B
r
@F
@r
.x; r/

dt
t
:

Lemma 3.1 applied to F.x; r/ D R
B.x;r/.jDu.x/=

p
n � 1jp � 1/dx and Propo-

sition 3.4 immediately imply the following result (stated without proof):

PROPOSITION 3.5. Suppose that u 2 W 1;p.�;Rn/ with p > n � 1 satisfies
detDu > 0 a.e. and condition INV. Suppose, further, that B0 and fB.t/ W t � t0g
satisfy the conditions of Proposition 3.2. Then, for every s > t0 such that �s WDS

B.s/ nSB0 � �,

1

n

Z

�s

�ˇ̌
ˇ̌ Du.x/p
n � 1

ˇ̌
ˇ̌
p

� 1
�
�
Z s

t0

X

B2B.t/
jBj
� jEB jp=n
jBjp=n .1C CD.EB//

p
n�1 � 1

�
dt
t
;

where EB denotes E.x; r/ for B D xB.x; r/. Analogously, for every B 2 B.s/

1

n

Z

BnSB1

�ˇ̌
ˇ̌ Du.x/p
n � 1

ˇ̌
ˇ̌
p

� 1
�
�

Z s

t0

X

B 02B.t/\B
jB 0j

� jEB 0 jp=n
jB 0jp=n .1C CD.EB 0//

p
n�1 � 1

�
dt
t
:

Proposition 1.1 finally follows from Proposition 3.5 and the incompressibility
constraint.

PROOF OF PROPOSITION 1.1. Let A WD fi W B.ai ; R/ � �g, t0 WD r.B0/ DP
i2A "i , and B0 WD

S
i2A xB"i .ai /. Let fB.t/ W t � t0g be the family obtained by

applying Proposition 3.2 to B0. Then, applying Proposition 3.5, if
S

B.s/ � �,

(3.3)
1

n

Z

�"\SB.s/

�ˇ̌
ˇ̌ Du.x/p
n � 1

ˇ̌
ˇ̌
n

� 1
�

dx �

Z s

t0

X

B2B.t/

�
.jEB j � jBj/C C jEB jD.EB/

n
n�1

�dt
t
:

By Proposition 2.6(iii) and since DetDu D Ln in �", we obtain that
ˇ̌
ˇEB n

[

ai2B
E.ai ; "i /

ˇ̌
ˇ D DetDu

�
xB n

[

ai2B
xB"i .ai /

�
D jBj �

X

ai2B
!n"

n
i :

Hence, by the definition of vi in the statement of the proposition,

(3.4) jEB j � jBj D
ˇ̌
ˇ
[

ai2B
E.ai ; "i /

ˇ̌
ˇ �

X

ai2B
!n"

n
i D

X

ai2B
vi :
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Combining (3.3) and (3.4) we obtain

1

n

Z

�"\SB.s/

�ˇ̌
ˇ̌ Du.x/p
n � 1

ˇ̌
ˇ̌
n

� 1
�

dx �

� X

i;B.ai ;R/��"
vi

�
log

s

t0
C C

Z s

t0

� X

B2B.t/
jEB jD.EB/

n
n�1

�dt
t
:

Let s0 WD supfs 2 Œt0; R/ W
S

B.s/ � �g. If s0 D R, the claim is proved.
Otherwise, from Proposition 3.2 we deduce that there exists a ball B.a; r/ 2 B.s0/
of radius r � s0, containing at least one ai , i 2 A, such that xB.a; r/ \ @� ¤ ¿.
The proof is completed by observing that

R < dist.ai ; @�/ � jai � aj C dist.a; @�/ < 2s0: �

3.2 The Case of Two Cavities: Proof of Theorem 1.5
In this section, we prove Theorem 1.5 assuming Proposition 1.3, whose proof is

postponed to Section 3.3.
We will need the following lemma.

LEMMA 3.6 (Modulus of Continuity of the Distortion). Let E;E 0 � Rn be mea-
surable. Then:

(i)
ˇ̌jEjD.E/ � jE 0jD.E 0/ˇ̌ � 2jE4E 0j and

(ii)
ˇ̌jEjD.E/ n

n�1 � jE 0jD.E 0/ n
n�1

ˇ̌ � 2 n
n�1 nC1

n�1 jE4E 0j.
PROOF. Let B 0 be a ball such that jB 0j D jE 0j and jE 0jD.E 0/ D jE 04B 0j. For

all measurable sets B

jE4Bj � jE 0jD.E 0/ D k�E � �BkL1 � k�E 0 � �B 0kL1
� k�E � �E 0kL1 C k�B � �B 0kL1 :

Testing with concentric balls and taking the minimum over all balls B with jBj D
jEj yields

jEjD.E/ � jE 0jD.E 0/ � k�E � �E 0kL1 C
ˇ̌jEj � jE 0jˇ̌

(k�B � �B 0kL1 D
ˇ̌jEj � jE 0jˇ̌ since B and B 0 are concentric). Combining this

with the fact that
ˇ̌jEj�jE 0jˇ̌ D jk�EkL1�k�E 0kL1 j � k�E ��E 0kL1 , we obtain

(i).
Property (ii) follows from (i), the mean value theorem, and the fact thatD.E/ �

2 for all E (a direct consequence of its definition). To be more precise, suppose
that jEj > jE 0j; then

ˇ̌jEjD.E/ n
n�1 � jE 0jD.E 0/ n

n�1
ˇ̌

D ˇ̌jEj� 1
n�1 .jEjD.E// n

n�1 � jE 0j� 1
n�1 .jE 0jD.E 0// n

n�1
ˇ̌ �
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� jEj� 1
n�1

ˇ̌
.jEjD.E// n

n�1 � .jE 0jD.E 0// n
n�1

ˇ̌

C .jE 0jD.E 0// n
n�1

ˇ̌jEj� 1
n�1 � jE 0j� 1

n�1
ˇ̌

� 2n

n � 1 jEj
� 1
n�1

�
maxfjEjD.E/; jE 0jD.E 0/g�

1
n�1 jE4E 0j

C 2n=.n�1/

n � 1
ˇ̌jEj � jE 0jˇ̌;

completing the proof. �

We now proceed to prove Theorem 1.5. As in (3.4), by Proposition 2.6 we have
that jE.B/j D jBjCPi W ai2B vi for all balls B with @B � �". Hence Lemma 3.1
implies that

(3.5)
1

n

Z

@B.x;r/

�ˇ̌
ˇ̌ Du.x/p
n � 1

ˇ̌
ˇ̌
n

� 1
�
�

� X

i W ai2B.x;r/
vi C C jE.x; r/jD.E.x; r// n

n�1
�1
r

for all x 2 Rn and all r 2 Rx. Given R > d such that B.a; R/ � �, let

A1 WD Bd=2.a1/ n B"1.a1/; A2 WD Bd=2.a2/ n B"2.a2/;
A3 WD BR.a/ n Bd .a/:

By considering that �" \ B.a; R/ � A1 [ A2 [ A3 and integrating successively
in each annulus, we obtain

(3.6)

1

n

Z

�"\B.a;R/

�ˇ̌
ˇ̌ Du.x/p
n � 1

ˇ̌
ˇ̌
n

� 1
�

dx

� v1 log
d

2"1
C v2 log

d

2"2
C .v1 C v2/ log

R

d

C C
Z d=2

"1

jE.a1; r/jD
�
E.a1; r/

� n
n�1 dr

r

C C
Z d=2

"2

jE.a2; r/jD
�
E.a2; r/

� n
n�1 dr

r

C C
Z R

d

jE.a; r/jD�E.a; r/�
n
n�1 dr

r
:
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Proposition 1.3 applied to E1 D E.a1; d2 /, E2 D E.a2; d2 /, and E D E.a; r/,
r 2 .d;R/, gives

(3.7)

jE.a; r/jD�E.a; r/�
n
n�1

� C.v1 C v2/
�
.jE1j

1
n C jE2j

1
n /n � jE.a; r/j

.jE1j
1
n C jE2j

1
n /n � jE1 [E2j

�n.nC1/
2.n�1/ �minfjE1j; jE2jg

jE1j C jE2j
� n
n�1

� jE.a1; d=2/jD
�
E.a1; d=2/

� n
n�1 � jE.a2; d=2/jD

�
E.a2; d=2/

� n
n�1 :

Define g.ˇ1; ˇ2/ WD .ˇ
1=n
1 C ˇ1=n2 /n � .ˇ1 C ˇ2/ (when n D 2, g.ˇ1; ˇ2/ D

2
p
ˇ1ˇ2). Using that jEi j D vi C !nd

n

2n
, i D 1; 2, we may write

(3.8)
.jE1j 1n C jE2j 1n /n D g.jE1j; jE2j/C .jE1j C jE2j/

D g.jE1j; jE2j/C 2 � !nd
n

2n
C v1 C v2:

Estimate (3.7) is meaningful if jE.a; r/j � .jE1j1=n C jE2j1=n/n, i.e., if

!nd
n � !nrn � g

�
v1 C !nd

n

2n
; v2 C !nd

n

2n

�
C !nd

n

2n�1
(3.9)

(since g is increasing in ˇ1 and ˇ2 and g.ˇ; ˇ/ D .2n � 2/ˇ, the inequality holds
at least for r D d ). Define � as the radius for which !nrn is in the middle of the
two extremes in (3.9),

!n�
n WD .2n�1 C 1/!nd

n

2n
C 1

2
g

�
v1 C !nd

n

2n
; v2 C !nd

n

2n

�
:(3.10)

For all r 2 .d;minf�;Rg/ we have that E.a; r/ � E.a; �/; hence

jE.a; r/j < !n�n C v1 C v2
D 1

2
g.jE1j; jE2j/C .2n�1 C 1/!nd

n

2n
C v1 C v2:

(3.11)

Noticing that g is 1-homogeneous, combining (3.8) and (3.11) we obtain

.jE1j1=n C jE2j1=n/n � jE.a; r/j
.jE1j1=n C jE2j1=n/n � jE1 [E2j

�
1
2
g.jE1j; jE2j/ � .2n�1 C 1 � 2/!ndn2n

g.jE1j; jE2j/

D 1

2
� 2n�1 � 1
g
�
2njE1j
!ndn

; 2
njE2j
!ndn

� :

We may assume that !ndn < v1 C v2. Estimate g.2
njE1j
!ndn

; 2
njE2j
!ndn

/ by

g.1C x; 1C y/ �
n�1X

kD1

�
n

k

�
.1C kx/ 1n .1C .n � k/y/ 1n

�
n�1X

kD1

�
n

k

�
.1C x/ 1n .1C y/ 1n � .2n � 2/.1C x C y/ 1n

(3.12)
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(with x D 2njE1j
!ndn

� 1 D 2nv1
!ndn

and y D 2nv2
!ndn

/ to obtain

�
.jE1j 1n C jE2j 1n /n � jE.a; r/j
.jE1j 1n C jE2j 1n /n � jE1 [E2j

�n.nC1/
2.n�1/

�
�
1

2
� 2n�1 � 1
.2n � 2/�1C 2n v1Cv2

!ndn

�1=n
�n.nC1/
2.n�1/

� 4�n.nC1/2.n�1/ :

On the other hand, jE1 [E2j < 2.v1C v2/ (because !ndn < v1C v2), and since
jE1j � v1 and jE2j � v2, we can substitute for minfjE1j;jE2jg

jE1jCjE2j with minfv1;v2g
v1Cv2 in

(3.7). Hence, for all r 2 .d;minf�;Rg/, all s1 2 ."1; d=2/, and all s2 2 ."2; d=2/,

jE.a; r/jD.E.a; r// n
n�1 C jE.a1; s1/jD.E.a1; s1// n

n�1

C jE.a2; s2/jD.E.a1; s1// n
n�1

� C.n/.v1 C v2/
�

minfv1; v2g
v1 C v2

� n
n�1

�
2X

iD1

ˇ̌jEi;si jD
�
Ei;si

� n
n�1 � jEi;d=2jD.Ei;d=2/

n
n�1

ˇ̌
;

(3.13)

where we have denoted E.ai ; s/ with i D 1; 2 and s 2 Œ"i ; d=2� by Ei;s . Denoting
now E.a; r/ by Er , from (3.6) we obtain

1

n

Z

�"\B.a;R/

�ˇ̌
ˇ̌ Du.x/p
n � 1

ˇ̌
ˇ̌
n

� 1
�

dx

� v1 log
R

2"1
C v2 log

R

2"2

C C inf
r2.d;�^R/
si2."i ;d=2/

�jEr jD.Er / n
n�1 C jEs1 jD.Es1/

n
n�1 C jEs2 jD.Es2/

n
n�1

�

� log min
�
� ^R
d

;
d

"

�
;

(3.14)

with " D maxf"1; "2g and � ^ R D minf�;Rg. In order to estimate log �
d

, from
(3.10) and (3.12) we find that

�n

dn
� 2�.nC1/g

�
1C 2nv1

!ndn
; 1C 2nv2

!ndn

�
� .2�1 � 2�n/

�
1C 2n v1 C v2

!ndn

� 1
n

;

i.e., �
n

dn
� .1 � 21�n/ 1=np.v1 C v2/=!ndn. The proof follows by (3.13), (3.14),

and Lemma 3.6.
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3.3 Estimate on the Distortions
This section is devoted to the proof of Proposition 1.3.

LEMMA 3.7. Let q > 1 and suppose that E, E1, and E2 are sets of positive
measure such that E � E1 [E2 and E1 \E2 D ¿. Then

jEjD.E/q C jE1jD.E1/q C jE2jD.E2/q
jEj C jE1 [E2j �

min
B;B1;B2

�k�B � �B1 � �B2kL1 � .jBj � jB1j � jB2j/
jEj C jE1 [E2j

�q
;

where the minimum is taken over all balls B , B1, and B2 such that jBj D jEj,
jB1j D jE1j, and jB2j D jE2j.

PROOF. Let B , B1, and B2 attain the minimum in the definition of D.E/,
D.E1/, and D.E2/, that is, suppose that jBj D jEj, jB1j D jE1j, jB2j D jE2j,
and

jEjD.E/ D jE4Bj; jE1jD.E1/ D jE14B1j; jE2jD.E2/ D jE24B2j:
Since �B � �B1 � �B2 D .�B � �E / C .�E � �E1 � �E2/ C .�E1 � �B1/ C
.�E2 � �B2/, then

k�B � �B1 � �B2kL1 � k�E � �E1 � �E2kL1 �
jEjD.E/C jE1jD.E1/C jE2jD.E2/:

Also, note that k�E � �E1 � �E2kL1 D jEj � jE1j � jE2j D jBj � jB1j � jB2j
becauseE1\E2 D ¿ andE1[E2 � E. The result follows by Jensen’s inequality
applied to the map t 7! tq . �

LEMMA 3.8. Let B , B1, and B2 be measurable subsets of Rn. Then

k�B � �B1 � �B2kL1 � .jBj � jB1j � jB2j/
D 2.jB1j C jB2j � jB \ .B1 [ B2/j/(3.15)

D 2.jB1 n Bj C jB2 n Bj C jB \ B1 \ B2j/:(3.16)

PROOF. Consider, first, the elementary relations

jBi n Bj D jBi j � jB \ Bi j; i D 1; 2:(3.17)
jB \ .B1 [ B2/j D jB \ B1j C jB \ B2j � jB \ B1 \ B2j:(3.18)
jB n .B1 [ B2/j D jBj � jB \ .B1 [ B2/j:(3.19)

From (3.17) and (3.18) we obtain

(3.20) jB1 nBj C jB2 nBj C jB \B1 \B2j D jB1j C jB2j � jB \ .B1 [B2/j:
From (3.19) and (3.20) we obtain

(3.21) jBn.B1[B2/j D jBj�.jB1jCjB2j/C.jB1nBjCjB2nBjCjB\B1\B2j/:
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Decomposing Rn as
S
˛;˛1;˛22f0;1gfy W .�B ; �B1 ; �B2/ D .˛; ˛1; ˛2/g, we find

that

k�B � �B1 � �B2kL1 D jB \ B1 \ B2j C jB n .B1 [ B2/j
C 2j.B1 \ B2/ n Bj C j.B1 n B/ n B2j
C j.B2 n B/ n B1j:

Since j.B1\B2/ nBj can be seen either as j.B1 nB/\B2j or as j.B2 nB/\B1j,
k�B � �B1 � �B2kL1 D jB \ B1 \ B2j C jB n .B1 [ B2/j

C jB1 n Bj C jB2 n Bj:
Using (3.20) and (3.19) we obtain (3.15); from (3.21) we obtain (3.16). �

From (3.15) we see that the minimization problem at the conclusion of Lemma
3.7 is equivalent to

(3.22) maxfjB \ .B1 [ B2/j W B;B1; B2 balls of radii R;R1; R2g;
where R, R1, R2 are such that jEj D !nRn, jE1j D !nRn1 , and jE2j D !nRn2 .

LEMMA 3.9. Suppose 0 < R1; R2 < R < R1CR2. Then (3.22) admits a solution,
unique up to isometries of the plane, characterized by the facts that:

(i) the centers of B , B1, and B2 are aligned;
(ii) ¿ ¤ B1 \ B2 � B , B1 6� B , and B2 6� B; and

(iii) @B \ @B1, @B1 \ @B2, and @B2 \ @B are ((n � 2)-dimensional) circles
having the same radius (or, if n D 2, the common chords between B and
B1, B1 and B2, and B2 and B all have the same length; see Figure 3.1a).

In addition, the solution to (3.22) is such that

(3.23) jB \ B1 \ B2j � 2n�1

nŠ
.R1 CR2 �R/

nC1
2

�
R1R2

R1 CR2

�n�1
2

:

The proof of Lemma 3.9 uses auxiliary lemmas, Lemmas 3.10 and 3.11. As
mentioned in Section 2, we write a^b to denote the exterior product of a;b 2 Rn.
In particular, we use that ja ^ bj D jbj dist.a; hbi/. The purpose of Lemma 3.10 is
to show that B.pC he; R/ can be written as the intersection of the two sets on the
right side of Figure 3.1 for all h 2 R. We then write the derivative of the area of
the sublevel sets with respect to h as a surface integral on @B.pChe; R/, using the
co-area formula (Lemma 3.11).

LEMMA 3.10. Let R > 0, p 2 Rn, and e 2 Sn�1. Define

�.y/ WD .y � p/ � e �
q
R2 � j.y � p/ ^ ej2;

 .y/ WD .y � p/ � eC
q
R2 � j.y � p/ ^ ej2;

in the infinite slab S WD fy 2 Rn W j.y � p/ ^ ej < Rg. Then, for all h 2 R,

B.pC he; R/ D fy 2 S W �.y/ < hg \ fy 2 S W  .y/ > hg:



CAVITY INTERACTION IN ELASTICITY 1065

h1 h h2

B1
B

B2

fy W  .y/ > hg

fy W �.y/ < hg

FIGURE 3.1. On the left: optimal choice of B , B1 and B2 in (3.23),
with h D h1 D h2. On the right: sublevel sets f� < hg and f > hg
in the proof of Lemma 3.11 (as h increases the level sets move along the
slab S in the direction of e).

PROOF. By the Pythagorean theorem jy � .p C he/j2 D j.y � p/ � e � hj2 C
j.y� p/^ ej2. Then y 2 B.pC he; R/ if and only if y 2 S and j.y� p/ � e� hj <p
R2 � j.y � p/ ^ ej2, that is, if and only if

y 2 S; .y � p/ � e � h; and �.y/ < h;
or y 2 S; .y � p/ � e � h; and  .y/ > h:

This proves that B.pC he; R/ � f� < hg \ f > hg,
f� < hg n B.pC he; R/ � fy 2 Rn W .y � p/ � e < hg

and f > hg n B.pC he; R/ � fy 2 Rn W .y � p/ � e > hg:
From this we see that f� < hg \ f > hg � B.p C he; R/, so the conclusion
follows. �
LEMMA 3.11. Let p 2 Rn, R > 0, and E � Rn measurable, and suppose that

(3.24) Hn�1.@B.p; R/ \ @E/ D 0:
Then the map y 7! jB.y; R/ \Ej is differentiable at y D p with gradient

Dy.jB.y; R/ \Ej/
ˇ̌
yDp D

Z

@B.p;R/\E

z � p
R

dHn�1.z/ :

PROOF. Given e 2 Sn�1 arbitrary, let �,  , and S be as in Lemma 3.10. By
definition of � and  , we have that �.y/ < .y� p/ � e <  .y/ for all y 2 S , hence

.y � p/ � e � h ) �.y/ < h and .y � p/ � e � h )  .y/ > h

for all h 2 R. Thus, f� < hg [ f > hg D S and is independent of h. From the
elementary relation jE \ S1 \ S2j C jE \ .S1 [ S2/j D jE \ S1j C jE \ S2j we
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obtain (first for the case jE \ S j <1, then for all measurable sets)

jE \ B.pC he; R/j � jE \ B.p; R/j
D .jE \ f� < hgj C jE \ f > hgj � jE \ S j/
� .jE \ f� < 0gj C jE \ f > 0gj � jE \ S j/

D jE \ f0 � � < hgj � jE \ f0 <  � hgj:
Writing y 2 S as p C �e C �e0, with je0j D 1 and e ? e0, a direct computation
shows that

D�.y/ D e � �e0p
R2 � �2

and D .y/ D eC �e0p
R2 � �2

:

Hence, by the co-area formula and the Pythagorean theorem,

jE \ B.pC he; R/j � jE \ B.p; R/j

D
Z h

0

� Z

f�D�g\E

dHn�1.y/
jD�.y/j �

Z

f D�g\E

dHn�1.y/
jD .y/j

�
d�

D
Z h

0

Z

@B.pC�e;R/\E
sgn.� � �/

p
R2 � �2
R

dHn�1.y/d�

D e �
Z h

0

Z

@B.pC�e;R/\E

y � p � �e
R

dHn�1.y/d�:

Since h and e are arbitrary, the above equation expresses that for all h 2 Rn

jE \ B.pC h; R/j � jE \ B.p; R/j D

h �
Z 1

0

Z

@B.p;R/

z � p
R

�E��h.z/dHn�1.z/d�:

Denoting jf� 2 .0; 1/ W zC �h 2 Egj by ˛.z;h; E/, Fubini’s theorem gives
ˇ̌
ˇ̌jE \ B.pC h; R/j � jE \ B.p; R/j � h �

Z

@B.p;R/\E

z � p
R

dHn�1.z/
ˇ̌
ˇ̌ �

jhj
Z

@B.p;R/

j�E .z/ � ˛.z; h; E/jdHn�1.z/:

Due to the connectedness of the line segment joining z and zC h, if dist.z; @E/ �
jhj then either z 2 IntE and ˛.z;h; E/ D �E .z/ D 1, or z 2 Rn n xE and
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˛.z;h; E/ D �E .z/ D 0. Therefore,

lim sup
h!0

jhj�1
ˇ̌
ˇ̌jE \ B.pC h; R/j � jE \ B.p; R/j

� h �
Z

@B.p;R/\E

z � p
R

dHn�1.z/
ˇ̌
ˇ̌

� lim
h!0H

n�1.fz 2 @B.p; R/ W dist.z; @E/ < jhjg/

D Hn�1.@B.p; R/ \ @E/;
completing the proof. �

Remark 3.12. The example p D 0, R D 1, E D .�1; 1/n n B.0; 1/ shows that
jB.y; R/\Ej is not always differentiable with respect to y if (3.24) is not satisfied.
However, this condition holds in the situations to be considered in what follows,
namely, when E is a ball, the union of balls, or the intersection of balls of radii
different from R.

PROOF OF LEMMA 3.9. The existence of solutions to (3.22) can be easily de-
duced from the continuity of jB \ .B1[B2/j with respect to the centers of B , B1,
and B2. Let .B;B1; B2/ be one such solution. We divide the proof of (i)-(iii) in
the following steps:

Step 1. One of the following possibilities occur:

(3.25) dist.B1\B2; B/ > 0; dist.B1\B2;RnnB/ > 0; or B1\B2 D ¿:

Arguing by contradiction, suppose that neither B1 \ B2\ xB D ¿ nor B1 \ B2 �
B . Then, by the connectedness of B1 \ B2, there exists x0 2 B1 \ B2 \ @B .
Let B D B.p; R/ and e WD x0�p

jx0�pj , and consider the following parametrization of
@B.p; R/ using spherical coordinates:

f.�; �/ WD pC .R cos �/eC .R sin �/�; � 2 Œ0; ��; � 2 Sn�2e WD Sn�1\ hei?:
Applying Lemma 3.11 to E D B1 [ B2 (see Remark 3.12)

d
dh
.jB.pC he; R/ \ .B1 [ B2/j/

ˇ̌
hD0

D
Z

@B\.B1[B2/
e � z � p

R
dH1.z/

D Rn�1
Z

Sn�2e

Z

�2.0;�/Wf.�;�/2E
cos �.sin �/n�2d�dHn�2.�/:
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We can write the integral with respect to � as
Z �=2

0

cos �.sin �/n�2
�
�E .f.�; �// � �E .f.� � �; �//

�
d�:

If we prove that

(3.26) f.� � �; �/ 2 B1 [ B2 ) f.�; �/ 2 B1 [ B2 for every � 2 Œ0; �
2
�

and that

(3.27) �E .f.�; �// � �E .f.� � �; �// D 1
for all .�; �/ in a set of positive measure,

we will obtain that d
dh.jB.pChe; R/\.B1[B2/j/ > 0 at h D 0. The contradiction

will follow by noting that if .B;B1; B2/ solves (3.22), then DxjB.x; R/ \ .B1 [
B2/j must be 0 at x D p.

Suppose that f.� � �0; �/ 2 Bi for some i D 1; 2 and some �0 2 Œ0; �
2
�.

Since Bi \ @B is connected and contains f .0; �/ D x0, its projection to the plane
pC he; �i must contain the whole of the arc f.�; �/, � 2 Œ0; � � �0/. This proves
(3.26). In order to prove (3.27), define �1.�/ WD supf� 2 Œ0; �� W f .�; �/ 2
B1 [ B2g. Arguing as before, we see that

(3.28) jf� 2 Œ0; �� W �E .f.�; �// � �E .f.� � �; �// D 1gj > 0
unless �1.�/ D 0 or �1.�/ D � (by continuity, if (3.28) holds for at least one
� 2 Sn�2e , then (3.27) follows). Since R1; R2 < R, in fact �1 D � is not possible
(in that case x0 and x0 � 2Re would belong to some Bi , but diamBi D 2Ri <

2R). It remains to rule out the possibility that �1.�/ D 0 for all �, that is, that
xB \ .B1 [B2/ D fx0g. If that were the case, then B and B1 would be tangent, so
for all h < R1 we would have that

jB.pC he; R/ \ .B1 [ B2/j � jB.pC he; R/ \ B1j > 0 D jB \ .B1 [ B2/j
and .B;B1; B2/ would not be a solution to (3.22). This completes the proof.

Step 2. Centers of B , B1, and B2 lie on the same line. In all three cases con-
sidered in (3.25), jB \ B1 \ B2j D j.B C h/ \ B1 \ B2j for every h sufficiently
small. Also, for given R, R1, and R2, the expression jB.yi ; Ri / \ B.y; R/j is a
decreasing function of jy � yi j, i D 1; 2. If y were not in the line containing y1
and y2, both jy � y1j and jy � y2j could be reduced by displacing y towards that
line. By (3.18), this would increase jB \ .B1 [ B2/j, contradicting the choice of
.B;B1; B2/ as a solution to (3.22).

Step 3. .B;B1; B2/ satisfies (ii)–(iii). Moreover, these conditions uniquely de-
termine the distances and relative positions between the centers (that is, the solu-
tion to (3.22) is unique up to isometries).

Let h, h1, and h2 denote, respectively, the radii of @B1 \ @B2, @B \ @B1, and
@B\@B2 (or the semilengths of the common chords betweenB1 andB2,B andB1,
and B and B2 if n D 2) defining these radii (or lengths) as 0 in the case of empty
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intersection. By virtue of (i), both p1 � p and p2 � p are parallel to e WD p2�p1
jp2�p1j ,

where p, p1, and p2 are the centers of B , B1, and B2, respectively. Setting qi WD
.pi � p/ � e, i D 1; 2, and using Cartesian coordinates .y1; : : : ; yn/ with p as the
origin and e in the direction of the y1-axis, we have that B D B..0; 0; : : : ; 0/; R/,
B1 D B..q1; 0; : : : ; 0/; R1/, B2 D B..q2; 0; : : : ; 0/; R2/. By (3.18) and Lemma
3.11,5

@

@q1
jB \ .B1 [ B2/j D @

@q1
jB \ B1j � @

@q1
j.B \ B2/ \ B1j

D
Z

@B1\B

´1 � q1
R1

dHn�1.´1; : : : ; ´n/

�
Z

@B1\.B\B2/

´1 � q1
R1

dHn�1.´1; : : : ; ´n/:

In the first of the possibilities considered in (3.25), B cannot intersect both B1
and B2; hence .B;B1; B2/ is not optimal (for example, it would be better if B
completely contained either B1 or B2). In the other two cases we have @B1\ .B \
B2/ D @B1 \ B2. Parametrize @B1 by

z � p1 D .R1 cos �/eC .R1 sin �/�; � 2 Œ0; ��; � 2 Sn�2e WD Sn�1 \ hei?:
By definition of e, q1 < q2. Therefore, z 2 @B1 \ B2 if and only if � 2 Œ0; �2/,
where �2 is one of the two angles in Œ0; �� such that by h D R1 sin �2 (when h D 0,
we choose �2 D 0 or �2 D � according to whether B2 \ B1 D ¿ or B2 � B1).
Thus,

@

@q1
j.B \ B2/ \ B1j D Hn�2.Sn�2e /

Z �2

0

Rn�1 cos �.sin �/n�2d�

D !n�1hn�1:
The integral on @B1\B equals�.sgn q1/!n�1hn�11 , following the same reasoning.
After obtaining the corresponding expression for @

@q2
jB \B2j and by virtue of the

optimality of .B;B1; B2/, we obtain

sgn.q1/hn�11 C hn�1 D hn�1 � sgn.q2/hn�12 D 0:
The case h D h1 D h2 D 0 is not optimal (due to the assumption R < R1 C R2);
hence q1 < 0 < q2 and h D h1 D h2 > 0. This proves (ii)–(iii).

It remains to show that q1, q2, and h are uniquely determined by these con-
ditions. Denoting the hyperplane containing the intersection of the boundaries of
two (intersecting) balls B 0 and B 00 by ….B 0; B 00/, we have that the hyperplanes

5 There is exactly one situation not covered by Lemma 3.11, namely when R1 D R2 and B1 D
B2 b B , but it is easy to see that this does not give a maximum for jB \ .B1 [ B2/j.
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2.q2 � q1/
q2 � q1

2
p
R2 � h2

FIGURE 3.2. Relationship between h and the distance between the centers.

From the previous analysis, we have that B1 \ B2 contains Pn. From this we
obtain (3.23), since, by virtue of (3.31),


 D R1 CR2 �
p
R2 � h2 > R1 CR2 �R;(3.32)

and 
 D h2

R1 C
q
R21 � h2

C h2

R2 C
q
R22 � h2

<
.R1 CR2/h

2

R1R2
:(3.33)

�

We finally prove the main result.

PROOF OF PROPOSITION 1.3. We can assume that jE1j 1
n CjE2j 1

n > jEj 1
n (oth-

erwise the estimate is trivially true). By (3.16) and (3.23) we have that

min.k�B��B1
��B2

kL1�.jBj�jB1j�jB2j// � 2n

nŠ
.R1CR2�R/

nC1
2

�
R1R2

R1 CR2

�n�1
2

;

where the minimum is taken over all balls B , B1, B2 with jBj D jEj, jB1j D jE1j,
jB2j D jE2j, and R;R1; R2 are such that jEj D !nR

n, jE1j D !nR
n
1 , jE2j D
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….B1; B/, ….B1; B2/, and ….B2; B/ are given by fy1 D a1g, fy1 D ag, and
fy1 D a2g for some a1, a, a2 2 R. Clearly, the following must be satisfied:

.a1 � q1/2 C h2 D R21; .a � q1/2 C h2 D R21; a22 C h2 D R2;
a21 C h2 D R2; .a � q2/2 C h2 D R22; .a2 � q2/2 C h2 D R22:

In particular, ja1j D ja2j D
p
R2 � h2, ja1 � q1j D ja � q1j D

q
R21 � h2,

and ja� q2j D ja2� q2j D
q
R22 � h2. Conditions (ii)–(iii) imply that a1 < q1 <

a < q2 < a2 and a1 < 0 < a2. Therefore

(3.29) q1 D
q
R21 � h2 �

p
R2 � h2; q2 D

p
R2 � h2 �

q
R22 � h2;

which shows that q1 and q2 are determined by h. We also find that

(3.30) a � q1 D
q
R21 � h2; q2 � a D

q
R22 � h2:

Adding the equations in (3.30) and subtracting the equations in (3.29) yields (see
Figure 3.2)

(3.31) q2 � q1 D
p
R2 � h2 D

q
R21 � h2 C

q
R22 � h2:

We may assume, without loss of generality, that R2 < R1. Rewrite (3.31) as

R2 �R21p
R2 � h2 C

q
R21 � h2

�
q
R22 � h2 D 0:

The expression on the left-hand side is increasing in h and equalsR�.R1CR2/ <
0 at h D 0 and

R2 �R21q
R2 �R22 C

q
R21 �R22

> 0

at h D R2. This shows that h is uniquely determined by R;R1; R2, and hence the
balls B1; B2 are also uniquely determined by R;R1; R2.
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Step 4. Proof of (3.23). For each k 2 f2; : : : ; ng denote by Pk the k-dimen-
sional polyhedron with vertices (the convex hull of)

f.q2 �R2/e; .q1CR1/eg [ fae˙ hei W i D 2; : : : ; kg; ei WD .0; : : : ; 1; : : : ; 0/„ ƒ‚ …
i th position

:

It is easy to see that H2.P2/ D h
 where 
 WD j.q1 C R1/ � .q2 � R2/j and that
Hk.Pk/ D 2hHk�1.Pk�1/=k for k 2 f3; : : : ; ng. Thus, jPnj D .2n�1hn�1
/=nŠ.

From the previous analysis, we have that B1 \ B2 contains Pn. From this we
obtain (3.23), since, by virtue of (3.31),

(3.32) 
 D R1 CR2 �
p
R2 � h2 > R1 CR2 �R;

and

�(3.33) 
 D h2

R1 C
q
R21 � h2

C h2

R2 C
q
R22 � h2

<
.R1 CR2/h2

R1R2
:

We finally prove the main result.

PROOF OF PROPOSITION 1.3. We can assume that jE1j1=nCjE2j1=n > jEj1=n
(otherwise the estimate is trivially true). By (3.16) and (3.23) we have that

min.k�B � �B1 � �B2kL1 � .jBj � jB1j � jB2j// �
2n

nŠ
.R1 CR2 �R/

nC1
2

�
R1R2

R1 CR2

�n�1
2

;

where the minimum is taken over all balls, B , B1, and B2, with jBj D jEj, jB1j D
jE1j, and jB2j D jE2j, and R, R1, and R2 are such that jEj D !nR

n, jE1j D
!nR

n
1 , and jE2j D !nRn2 . Thus, by Lemma 3.7,

jEjD.E/ n
n�1 C jE1jD.E1/ n

n�1 C jE2jD.E2/ n
n�1

jEj C jE1 [E2j �

C
.R1 CR2 �R/nC12 n

n�1

.Rn CRn1 CRn2/
n
n�1

�
R1R2

R1 CR2

�n
2

:

The quantities Rn C Rn1 C Rn2 , Rn1 C Rn2 and .R1 C R2/n are comparable, since
we are assuming that R < R1 CR2 and since the identity an C bn � .aC b/n �
2n�1.an C bn/ holds. Hence

.Rn CRn1 CRn2/
n
n�1 � C.R1 CR2/ n

2

n�1 D C.R1 CR2/
n.nC1/
2.n�1/ .R1 CR2/n2 ;
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which implies that

(3.34)
jEjD.E/ n

n�1 C jE1jD.E1/ n
n�1 C jE2jD.E2/ n

n�1

jEj C jE1 [E2j
�

C

�
R1 CR2 �R
R1 CR2

�n.nC1/
2.n�1/ Rn=21 R

n=2
2

.R1 CR2/n
:

By the mean value theorem, there exists � between R and R1 CR2 such that

R1 CR2 �R D
.R1 CR2/n �Rn1 �Rn2

n�n�1

�
.R1 CR2/n �Rn

.R1 CR2/n �Rn1 �Rn2

�
:

Since we are assuming that R < R1 CR2, then � � R1 CR2 and

(3.35)
R1 CR2 �R
R1 CR2 �

1

n

.R1 CR2/n �Rn1 �Rn2
.R1 CR2/n

�
.jE1j 1n C jE2j 1n /n � jEj

.jE1j 1n C jE2j 1n /n � jE1 [E2j

�
:

Suppose now that jE1j � jE2j, so that R1
R1CR2 �

1
2

. By the binomial theorem,

(3.36)

.R1 CR2/n �Rn1 �Rn2
.R1 CR2/n

D
n�1X

kD1

�
n

k

��
R1

R1 CR2

�n�k� R2

R1 CR2

�k

� n

2n�1
R2

R1 CR2
(we have considered only the term corresponding to k D 1). Combining (3.35)
with (3.36) we obtain

�
R1 CR2 �R
R1 CR2

�n.nC1/
2.n�1/

�

C

�
R2

R1 CR2

�n.nC1/
2.n�1/ � .jE1j1=n C jE2j1=n/n � jEj

.jE1j1=n C jE2j1=n/n � jE1 [E2j

�n.nC1/
2.n�1/

:

Since R1
R1CR2 �

1
2

, the conclusion follows from (3.34) and the above equation. �

4 Upper Bounds
As explained in the Introduction, we obtain the upper bounds of Theorem 1.6

and Corollary 1.8 by finding suitable test functions opening cavities of different
shapes and sizes, the main difficulties being to satisfy the incompressibility con-
straint and the Dirichlet condition at the boundary. We split the problem into two:
In Section 4.1 we define a family of incompressible, angle-preserving maps whose
energy has the right singular behavior as "! 0, with leading order .v1Cv2/jlog "j,
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and serves to define the test maps close to the singularities. In Section 4.2 we ex-
tend those maps, using the existence results of Rivière and Ye [68] in order to
match the boundary conditions.

4.1 Proof of Theorem 1.6
In order to compute the energy of the test functions, we will need the following

auxiliary lemmas, whose proof is postponed to Section 4.3.

LEMMA 4.1. Let� be a domain in Rn, star-shaped with respect to a point a 2 Rn,
with Lipschitz boundary parametrized by � 7! a C q.�/�, � 2 Sn�1. Let v � 0
and define u W Rn n fag ! Rn by

u.aC r�/ WD �aC f .r; �/�; f .r; �/n WD rn C .�n � 1/q.�/n;(4.1)

with r 2 .0;1/, � 2 Sn�1, and �n WD 1C v
j�j . Then u is a Lipschitz homeomor-

phism, u.x/ D �x for all x 2 @�, u.� n fag/ D �� n imT.u; a/, u.Rn n �/ D
Rn n ��, detDu � 1, and jimT.u; a/j D v, and for all r and �,

rn�1
ˇ̌
ˇ̌Du.aC r�/p

n � 1

ˇ̌
ˇ̌
n

� C
�
r C jvj 1n maxfq; jDqjg

j�j 1n

�n�1

C
�
q.�/n

j�j C C
maxfq; jDqjgn�1jDqj

j�j
�
v

r
;

C being a constant depending only on n.

LEMMA 4.2. Suppose that za 2 Rn, 0 � d � �, and a D zaCde for some e 2 Sn�1.
Let � 7! aC q.�/�, � 2 Sn�1, be the polar parametrization of @B.za; �/ with a as
the origin. Then

(i) jq.�/j � 2�, jDq.�/j � 2d
ˇ̌
ˇ̌ q.�/p
�.� � d/

ˇ̌
ˇ̌
2

j�^ej, and jDq.�/j � 2d j�^ej
for all � 2 Sn�1,

(ii) if � � .a� za/ < 0 then q.�/ � �j� � ej and 1 � q.�/

d j� � ej Cp�.� � d/ � 2,

and

(iii) if � � .a � za/ > 0, then
q.�/p
�.� � d/ �

2
p
2

1C d��ep
�.��d/

.

LEMMA 4.3. Let � WD fx 2 B.za; �/ W .x � za/ � e > � � 2dg for some 0 � d � �,
za 2 Rn, and e 2 Sn�1. Then

nj�j > !n�1d
nC1
2 .2� � d/n�12 :
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PROOF OF THEOREM 1.6.
Step 1. Construction of the domain. Let a1, a2 2 Rn and d WD ja2 � a1j > 0,

as in the statement of the theorem. Call e WD a2�a1ja2�a1j . Given d1, d2, �1, and �2
such that 0 < d1 � �1 � d , 0 < d2 � �2 � d , and d1 C d2 D d , define

(4.2)
za1 WD a1 C .�1 � d1/e; za2 WD a2 � .�2 � d2/e;
B1 WD B.za1; �1/; B2 WD B.za2; �2/

(za1 and za2 are chosen such that B1 [ B2 fits in an infinite slab of width 2d , as
in Figure 1.5). As stated in the Introduction, our aim is to show that for every
ı 2 Œ0; 1� there are unique d1, d2, �1, and �2 such that the ratio between the width
of B1 \ B2 and that of B1 [ B2 is exactly ı (i.e., ı WD �1C�2�d

d
), and such that

j�2j=j�1j D v2=v1, with

(4.3)
�1 WD fx 2 B1 W .x � a1/ � e < d1g;
�2 WD fx 2 B2 W .x � a2/ � e > �d2g:

To this end, we will first consider a simplified but equivalent problem. Fix d > 0
and e 2 Sn�1, and let S WD fx 2 Rn W jx � ej < dg. Given �1 and �2 in .0; d/
define

B1 D B..�d C �1/e; �1/ and B2 D B..d � �2/e; �2/(4.4)

(the balls of radii �1 and �2 contained in S and tangent to @S from the right and
from the left). If the balls intersect, let ya 2 .�d; d/ be such that x � e D ya for
x 2 xB1 \ xB2 and define

(4.5)

�1 WD fx 2 B1 W x � e < yag; �2 WD fx 2 B2 W x � e > yag;

�min WD
v
1=n
1 d

v
1=n
1 C v1=n2

:

We want to show that:
(i) if j�2jj�1j D

v2
v1

, then �1 � �min;
(ii) for every �1 2 Œ�min; d / there exists a unique �2 2 Œ0; d � such that xB1 \
xB2 ¤ ¿ and j�2jj�1j D

v2
v1

; and

(iii) �2 D �2.�1/ is such that �2 � �1 and such that the ratio �1C�2�d
d

in-
creases from 0 to 1 as �1 increases from �min to d .

These items will imply that for every ı 2 Œ0; 1� there are unique �1 and �2 such
that .�1 C �2 � d/=d D ı and j�2j=j�1j D v2=v1. Let d1 WD .yaC d/=2 and
d2 WD .d � ya/=2, with ya as in (4.5) (they are the semidistances from the plane
containing xB1 \ xB2 to the walls of the slab S containing xB1 [ xB2). Based on the
previous reasoning, it can be seen that these values of d1, d2, �1, and �2 constitute
a solution to the original problem, and that no other choice is possible.

In order to prove (i), defineB 01 WD ..�dC�min/e; �min/, B 02 WD .�mine; d��min/

(�min is such thatB 01 andB 02 are tangent and jB 02j=jB 01j D v2=v1). If 0 < �1 < �min
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and xB1\ xB2 ¤ ¿, then j�2j=j�1j > v2=v1, since�1 � B 01 and�2 � B 02. Hence
j�2j=j�1j D v2=v1 ) �1 � �min, as claimed.

Fix �1 2 Œ�min; d /. In order for B2 to intersect B1 we must have that �2 �
d � �1. When �2 D d � �1, �1 and �2 are tangent balls with

j�2j
j�1j

D .d � �1/n
�n1

� .d � �min/
n

�nmin
D v2

v1
� 1:

It is clear that j�1j decreases and j�2j increases as �2 increases (the intersection
plane moves to the left); therefore j�2j=j�1j is increasing in �2. When �2 D �1,
the ratio is 1. This proves (ii) and the first part of (iii). A similar argument shows
that .�1 C �2 � d/=d is increasing in �1 (it follows from the fact that if we fix
�2 and increase �1, then the intersection plane moves to the right and j�2j=j�1j
decreases).

It is clear that if �1 D �min then �2 D d � �min and .�1 C �2 � d/=d D 0.
It only remains to prove that as �1 ! d also �2 ! d . By (4.4), jB2 n B1j �
jB.0; d /�B1j ! 0 as �1 ! d ; hence

lim
�1!d

j�1j
jB1j

D lim
�1!d

j�1j
j�1 [�2j

�
1C j.�1 [�2/ n B1jjB1j

�

D v1

v1 C v2

�
1C lim�1!d jB2 n B1j

!ndn

�
D v1

v1 C v2
:

For �1 < d , @B1 \ @B2 is of the form

A.�1/ WD
n
ya.�1/eC

q
�21 � ya.�1/2 e0 W e0 2 Sn�1; e0 ? e

o
:

Since ya.�1/ is determined by j�1j=jB1j, it has a well-defined limit as �1 ! d .
The sphere @B2 can be characterized as the one containing A.�1/ and the point de.
Thus, in the limit, @B2 will be the sphere containing de and A.d/, which is none
other than @B.0; d /. In particular, �2 ! d , as desired.

Step 2. Definition of the map. We define u W Rn n fa1; a2g piecewise, based on
Lemma 4.1, in the following manner. Inside �1 we apply Lemma 4.1 to � D �1
and a D a1; inside �2 we apply Lemma 4.1 to � D �2 and a D a2. Finally, in
order to define u in Rn n�1 [�2 we define

a� D .za1 C �1e/C .za2 � �2e/
2

D za1 C .d � �2/e D za2 � .d � �1/e
(when ı D 0, a� is the intersection point; when ı D 1, a� is the center of the
ball) and use Lemma 4.1 with � D �1 [ �2, a D a�. Let � 7! a1 C q1.�/�,
� 7! a2Cq2.�/�, and � 7! a�Cq.�/� be, respectively, the polar parametrizations
of @�1, @�2, and @.�1 [�2/ (with � 2 Sn�1 in all cases). To be precise,

u.x/ WD

8
ˆ̂̂
<
ˆ̂̂
:

�a1 C
�jx � a1jn C v1j�1jq1

� x�a1jx�a1j
�n�1=n x�a1jx�a1j ; x 2 �1 n fa1g;

�a2 C
�jx � a2jn C v2j�2jq2

� x�a2jx�a2j
�n�1=n x�a2jx�a2j ; x 2 �2 n fa2g;

�a� C �jx � a�jn C v1Cv2j�1C�2jq
� x�a�
jx�a�j

�n�1=n x�a�
jx�a�j ; x 2 Rn n�1 [�2;
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with

�n � 1 WD v1

j�1j D
v2

j�2j D
v1 C v2
j�1 [�2j :

Since j�1j=j�2j D v1=v2, the construction is well-defined and u.x/ D �x on
@�1 [ @�2. The resulting map is an incompressible homeomorphism, creates
cavities at the desired locations with the desired volumes, and is smooth except
across @�1 [ @�2 (where it is still continuous). It only remains to estimate its
elastic energy.

Step 3. Evaluation of the energy in Rnn.�1[�2/. We have from Lemma 4.2(i)
that maxfq; jDqjg � 2d ; then, by Lemma 4.1

(4.6)
rn�1

ˇ̌
ˇ̌Du.r�/p
n � 1

ˇ̌
ˇ̌
n

� C
�
r C d.v1 C v2/ 1n
j�1 [�2j 1n

�n�1

C
�

qn

j�1 [�2j
C Cdn�1jDqj
j�1 [�2j

�
v1 C v2
r

:

Since �i , i D 1; 2 increases with ı and assumes the value v1=ni =.v
1=n
1 C v1=n2 /

when ı D 0, it follows that

2!nd
n > !n.�

n
1 C �n2/ > j�1 [�2j >

1

2
!n.�

n
1 C �n2/ > 2�n!ndn(4.7)

(since �1 [�2 � Bi for each i D 1; 2). Consequently, for any R > 0 (using that
Hn�1.Sn�1/ D n!n)

1

n

Z

B.a�;R/n�1[�2

ˇ̌
ˇ̌Du.r�/p
n � 1

ˇ̌
ˇ̌
n

dx

D 1

n

Z

Sn�1

Z maxfq;Rg

q.�/

rn�1
ˇ̌
ˇ̌Du.r�/p
n � 1

ˇ̌
ˇ̌
n

dr dHn�1.�/

�
−

Sn�1

�
2n�1C
n

.!nR
n C 2n.v1 C v2//

C .v1 C v2/
�

!nq
n

j�1 [�2j
C 2nC jDqj

d

��
log

R

q

�

C

�
;

where .log x/C WD maxf0; log xg. Note that .log R
q
/C � .log R

d
/C C .log d

q
/C.

Also,

j�1 [�2j D
Z

Sn�1

Z q.�/

0

rn�1 dr dHn�1.�/ D
−

Sn�1

!nq.�/
n dHn�1.�/:(4.8)
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2d

2d1 2d2

za

�0

qj cos � j �2e

B1

B2

S

.q sin �/�
�

x

FIGURE 4.1. Angle �0 > �
2

and choice of spherical coordinates for ı D 0.

Then, for any ˛ 2 .0; 1
2
/, using that t2˛j log t j � .2˛e/�1 for every t 2 .0; 1/,

Z �0

�
2

jDqj
d

�
log

d

q

�

C
d�

�
Z �0

�
2

ˇ̌
ˇ̌Dq
d

ˇ̌
ˇ̌
1�˛ ˇ̌

ˇ̌Dq
d

ˇ̌
ˇ̌
˛�

log
d

q

�

C
d�

� 2˛161�˛
2˛e

�
d � �2
d

�1�˛�d � �2
ı�1

�˛ Z �

�
2

�
1C .d � �2/j cos � jp

ı�1d

�2.˛�1/
sin � d�

� 81�˛
˛e

�
ı�1

d

� 1
2 �˛ − d��2p

ı�1d

0
.1C t /2˛�2dt

The last integral can be bounded by means of the relation

.1 � 2˛/
Z x

0

.1C t /2˛�2dt D 1 � 1

.1C x/1�2˛ < 1 � 1

1C x
D x

1C x
:
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2d

2d1 2d2

za

�0

qj cos � j �2e

B1

B2

S

.q sin �/�
�

x

FIGURE 4.1. Angle �0 > �
2

and choice of spherical coordinates for ı D 0.

Then, for any ˛ 2 .0; 1
2
/, using that t2˛j log t j � .2˛e/�1 for every t 2 .0; 1/,

Z �0

�
2

jDqj
d

�
log

d

q

�

C
d�

�
Z �0

�
2

ˇ̌
ˇ̌Dq
d

ˇ̌
ˇ̌
1�˛ ˇ̌

ˇ̌Dq
d

ˇ̌
ˇ̌
˛�

log
d

q

�

C
d�

� 2˛161�˛
2˛e

�
d � �2
d

�1�˛�d � �2
ı�1

�˛ Z �

�
2

�
1C .d � �2/j cos � jp

ı�1d

�2.˛�1/
sin � d�

� 81�˛
˛e

�
ı�1

d

� 1
2 �˛ − d��2p

ı�1d

0
.1C t /2˛�2dt

The last integral can be bounded by means of the relation

.1 � 2˛/
Z x

0

.1C t /2˛�2dt D 1 � 1

.1C x/1�2˛ < 1 � 1

1C x
D x

1C x
:

FIGURE 4.1. Angle �0 > �
2

and a choice of spherical coordinates for
ı D 0.

Finally, since ja��za1jC ja��za2j D d.1� ı/, Lemma 4.2(i) implies that jDqj �
2d.1 � ı/. Hence,

1

n

Z

B.a�;R/n�1[�2

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

� C.v1 C v2 C !nRn/C .v1 C v2/.1C C.1 � ı//
�

log
R

d

�

C

C C.v1 C v2/
−

Sn�1

�
qn

dn
C jDqj

d

��
log

d

q.�/

�

C
dHn�1.�/:

The main problems at this point are that if ı ! 0 then �2 is of the order of
v
1=n
2 d=.v

1=n
1 C v1=n2 / (so d

q
! 1 on @B2 \ @�2 if v2

v1
! 0) and q.�/ tends to

vanish on @B1\@B2 (see Figure 4.1). Parametrize Sn�1 by � D � cos � eCsin � �

with � 2 .0; �/ and � 2 S WD Sn�1 \ hei?. Since qn

dn
jlog d

q
j is bounded, we only

study the term with jDqj; that is, we are to prove that

Hn�2.S/
�Z �

2

0

C
Z �

�
2

�
.sin �/n�2 jDq.�.�; �/j

d

�
log

d

q.�.�; �//

�

C
d�

is bounded independently of d , ı, v1, and v2. Using that �1 � �2, it can be shown
that a� C q.�; �/�.�; �/ 2 @B1 for all � 2 .0; �

2
/ (see Figure 4.1), and clearly

� � .a� � za1/ D � cos �.d � �2/ < 0. Lemma 4.2(ii) can thus be used to estimate
the first integral by

2

Z �
2

0

�1

d
log

d

�1 cos �
d� � 2

�
max
t2Œ0;1�

jt log t j
�Z �

2

0

ˇ̌
ˇ̌log

1

2

�
�

2
� �

�ˇ̌
ˇ̌d�:

As for the second integral, we divide .�
2
; �/ into .�

2
; �0� [ Œ�0; �/ according to

whether a�C q.�; �/�.�; �/ belongs to @B1 or to @B2. For � > �0 we can still use
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Lemma 4.2(ii) (this time with za D za2 and � D �2) to obtain exactly the same upper
bound as before. For � 2 .�

2
; �0/, use parts (i) and (iii) of Lemma 4.2 together with

�1 � ja� � za1j D dı to obtain

jDqj
d
� 2.d � �2/

ı�1

q2

d2
sin �;

jDqj � 16.d � �2/
�
1C .d � �2/j cos � jp

ı�1d

��2
sin �:

Then, for any ˛ 2 .0; 1
2
/, using that t2˛jlog t j � .2˛e/�1 for every t 2 .0; 1/,

Z �0

�
2

jDqj
d

�
log

d

q

�

C
d�

�
Z �0

�
2

ˇ̌
ˇ̌Dq
d

ˇ̌
ˇ̌
1�˛ ˇ̌

ˇ̌Dq
d

ˇ̌
ˇ̌
˛�

log
d

q

�

C
d�

� 2˛161�˛
2˛e

�
d � �2
d

�1�˛�d � �2
ı�1

�˛ Z �

�
2

�
1C .d � �2/j cos � jp

ı�1d

�2.˛�1/
sin � d�

� 81�˛
˛e

�
ı�1

d

� 1
2�˛ − d��2p

ı�1d

0
.1C t /2˛�2 dt:

The last integral can be bounded by means of the relation

.1 � 2˛/
Z x

0

.1C t /2˛�2dt D 1 � 1

.1C x/1�2˛ < 1 �
1

1C x D
x

1C x :

Using that 
 Cp1 � 
 > 1 for all 
 2 .0; 1/ (applied to 
 D d��2
�1
D ja��a1j

�1
),

Z �0

�
2

jDqj
d

�
log

d

q

�

C
d� � 81�˛

˛.1 � 2˛/e
�
ı�1

d

� 1
2
�˛ d � �2

�1

1


 Cp1 � 


� 81�˛

˛.1 � 2˛/e ı
1
2
�˛
�
d � �2
d

� 1
2
�˛�d � �2

�1

� 1
2
�˛

� 81�˛

˛.1 � 2˛/e ı
1
2
�˛.1 � ı/ 12�˛:

We conclude that for all R > 0

1

n

Z

B.a�;R/n�1[�2

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

�

C.v1 C v2 C !nRn/C .v1 C v2/.1C C.1 � ı//
�

log
R

d

�

C
:
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Step 4. Estimating the energy in �i . Near the cavitation points we still have
that

¬
!nq

n
i dHn�1 D j�i j, i D 1; 2, so by Lemma 4.1

1

n

Z

�inB"i .ai /

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

dx

� C.vi C !n�ni /C vi
�

log
2�i

"i

�

C

C C v1 C v2
j�1 [�2j

� Z

Sn�1

maxfqi ; jDqi jgn�1jDqi jdHn�1
�

log
2d

"i

� C.vi C !n�ni /C vi log
2d

"i
C C.v1 C v2/

�n�1i

dn�1

� Z

Sn�1

jDqi j
d

�
log

2d

"i
:

For �1 set � D � cos �eC sin ��. If � 2 .0; �
2
/ then, by Lemma 4.2, using that

ja1 � za1j D �1 � d1,

Z �
2

0

jDq1j sinn�2 � d� � 16.�1 � d1/
Z �

2

0

�
1C �1 � d1p

d1�1
cos �

��2
sin � d�

D 16
p
d1�1

Z �1�d1p
d1�1

0

.1C t /�2 dt D
s
d1

�1

�1 � d1

 Cp1 � 
 ;

with 
 D 1 � d1
�1

. Since 
 Cp1 � 
 � 1 for 
 2 Œ0; 1�,

�n�11

Z �
2

0

jDq1j sinn�2 � d� � �n�21

p
d1�1.�1 � d1/:

Define �1 as in Figure 1.5. By Lemma 4.2, jDq1j � 2.�1 � d1/ sin � and
q1 �

p
d1�1, hence

�1

Z �1

�
2

jDq1j sinn�2 � � �1.�1 � d1/jcos �1j

� .�1 � d1/ d1�1
q.�1/

�
p
d1�1.�1 � d1/:

For � 2 .�1; �/, q1.�/ is given by q1� � e D d1; hence

q1.�/ D d1

cos.� � �/ and jDq1.�.�; �//j D
ˇ̌
ˇ̌q1.1 � � ˝ �/e

�� � e

ˇ̌
ˇ̌ D d1 sin �

cos2.� � �/ :
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Using that 1� j cos �1j D sin2 �1
1Cj cos �1j � sin2 �1 and that q.�1/ � .�1 � d1/ cos � Cp

d1�1 �
p
d1�1, we obtain

�1

Z �

�1

jDq1jd� � d1�1
Z 1

jcos �1j
dt
t2
� �1 d1 sin2 �1

cos.� � �1/

D �1.q1.�1/ sin �1/2

q1.�1/
� 4

p
d1�1.�1 � d1/:

The last equality is due to the fact that q.�1/ cos �1 D d1 and a1Cq.�1/�.�1; �/ 2
@B.za1; �1/. Now we show that maxfq1; jDq1jg � 8�1. The fact that q.�1/ �p
d1�1 implies that �1jcos �1j �

p
d1�1. Clearly q.�/ is decreasing; therefore

q.�/ � q.�1/ � 2
�
.�1 � d1/jcos �1j C

p
d1�1

� � 4
p
d1�1 � 4�1:

As for jDq1j, we have that q1.�/ sin � is decreasing and that q.�1/ sin �1 D
2
p
d1.�1 � d1/; then

jDq1j D q1.q1 sin �/
q1 cos.� � �/ �

2q1.�1/
p
d1.�1 � d1/
d1

� 8
p
�1.�1 � d1/j � 8�1:

The study of u in �2 being completely analogous, the conclusion is that for all
R > 0

1

n

Z

B.a�;R/n.B"1 .a1/[B"2 .a2//

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

dx

� C.v1 C v2 C !nRn/C v1 log
R

"1
C v2 log

R

"2

C C.v1 C v2/
�
.1 � ı/

�
log

R

d

�

C

C
r
d1

d

�1 � d1
d

log
d

"1
C
r
d2

d

�2 � d2
d

log
d

"2

�

In the case of a1 it is �1 � d1 that has an interesting behavior, whereas for a2 it
is d2. This follows from our final ingredient: the “height” ofB.a1; �1/\B.a2; �2/,
whether we measure it from the first ball or from the second, is the same. The
corresponding expression is d1.�1 � d1/ D d2.�2 � d2/. As a consequence,

�1 � d1
d

D ı.�1 � d1/
.�1 � d1/C .�2 � d2/

D ıd2

d1 C d2
D ı d2

d
:
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The theorem is thus proved since, by Lemma 4.3,
�
d2

d

�nC1
2

� C j�2j
�
.n�1/=2
2 d .nC1/=2

� C
v2j�1[�2j
v1Cv2�

v
1=n
2

v
1=n
1 Cv1=n2

d

�.n�1/=2
d
nC1
2

� C
��

v2

v1 C v2

� 1
n
�nC1

2

: �

4.2 Transition to Radial Symmetry
Our proof of Theorem 1.7 is based on the following result (see [10, 22, 23, 55,

57, 86] for related work):

PROPOSITION 4.4 ([Rivière-Ye [68, theorem 8]). LetD be a smooth domain, k D
0; 1; : : :, and suppose that g 2 C k;1. xD/ D W kC1;1.D/ with infD g > 0 and¬
D g D 1. Then there exists a diffeomorphism � W xD ! xD satisfying detD� D g

in D and � D id on @D such that, for any ˛ < 1, � is in C kC1;˛. xD/ and

k� � idkCkC1;˛. xD/ � Ckg � 1kCk;1. xD/
for any 0 < ı < 1, where C depends only on ˛, k, D, infD g, ı, and kgk0;ı .

LEMMA 4.5. Let � 2 Sn�1 7! a� C q.�/� be the polar parametrization of
@.�1 [�2/ and define

�.�/n WD Rn1 C .v1 C v2/
q.�/n

j�1 [�2j
; � 2 Sn�1;(4.9)

R1 being fixed and such that �1 [ �2 � B.a�; R1/. Suppose that u is a one-to-
one incompressible map from fR1 < jx � a�j < R2g onto fr� W �.�/ < r < R3g
for some R2, R3 � 0. Then

!n.R
n
2 �Rn1/ >

�
3
� 1
2

2n�23�
.v1 C v2/.1 � ı/:

PROOF. Denote maxSn�1 q D 2�1 � ıd by qmax. By incompressibility (using
that Hn�1.Sn�1/ D n!n),

(4.10)

!nR
n
2 � !nRn1 D jfx W R1 < jx � a�j < R2gj

D jfr� W �.�/ < r < R3gj

D
Z

Sn�1

Z R3

�.�/

rn�1 dr dHn�1

D !nRn3 � !nRn1 � .v1 C v2/
¬

Sn�1 !nq
n

j�1 [�2j
:
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Hence, the requirement that R3 � �.�/ for all � 2 Sn�1 is equivalent to

!n.R
n
2 �Rn1/ > .v1 C v2/

!n
¬

Sn�1.q
n
max � qn/dHn�1

j�1 [�2j
:

Write � WD � cos �e C sin �� with � 2 Œ0; ��, � 2 S WD Sn�1 \ hei?. For all
� 2 .0; �

2
/

qmax � q.�/ D 2�1 � ıd � .�1 � ıd/ cos � �
p
ıd.2�1 � ıd/C .�1 � ıd/2 cos2 �

D
�
�1 C .�1 � ıd/.1 � cos �/

�2 � �ıd.2�1 � ıd/C .�1 � ıd/2 cos2 �
�

�1 C .�1 � ıd/.1 � cos �/C
p
ıd.2�1 � ıd/C .�1 � ıd/2 cos2 �

>
.�1 � ıd/2.sin2 � C .1 � cos �/2/C 2�1.�1 � ıd/.1 � cos �/

.2�1 � ıd/C .2�1 � ıd/C �1 � ıd
D 2.�1 � ıd/.2�1 � ıd/.1 � cos �/

5�1 � 3ıd
>
2

3
.d � �2/.1 � cos �/ >

2d

3
.1 � ı/.1 � cos �/;

where we have used that �1 � dı D d � �2 and �2 � d . Therefore,

(4.11)

!n
¬

Sn�1.q
n
max � qn/dHn�1

j�1 [�2j
>

Hn�2.S/
n!n

R �
2
�
6

.qmax � q/qn�1max .sin �/n�2 d�

2dn

>

�
3
� 1
2

2n�23�
.1 � ı/:

�

PROOF OF THEOREM 1.7. We prove the theorem in the following stronger ver-
sion (see the remark after the proof of Corollary 1.8): “Let R1 and R2 be such
that

(4.12) R1 � 2d and !n.R
n
2 �Rn1/ > 4nn.v1 C v2/.1 � ı/

(ı, v1, v2, a1, a2, d , "1, and "2 being as in the original statement). Then there
exists a�, C1, C2, and u W Rn n fa1; a2g ! Rn such that ujRnnB.a�;R2/ is radially
symmetric and for all R � R1
1

n

Z

B.a�;R/n.B"1 .a1/[B"2 .a2//

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

dx

� C1.v1 C v2 C !nRn/C v1 log
R

"1
C v2 log

R

"2

C C2.v1 C v2/
�
.1 � ı/ log

R1

d
C ı

�
n

r
v2

v1
log

d

"1
C 2n

r
v2

v1
log

d

"2

��

C .v1 C v2 C !nRn2/†
�
.v1 C v2/.1 � ı/
!n.R

n
2 �Rn1/

��
minfRn; Rn2g

Rn1
� 1

�
;
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the function † being such that †.t/ <1 for t 2 Œ0; 1
4nn

/ and †.t/ D O.tn.n�1//
as t ! 0.” The theorem follows by choosing R1 and R2 as in (1.15).

Since the constant in Proposition 4.4 depends on the reference domain, we work
on the annulusD WD fz 2 Rn W 1 � jzj � n

p
2g (we choose n

p
2 so that jDj D !n).

Our strategy is to define u W B.a�; R1/ n fa1; a2g ! Rn as in Theorem 1.6 and to
look for a map

u W fx 2 Rn W R1 � jx � a�j � R2g !
fy D �a� C r� W �.�/ � r � R3; � 2 Sn�1g

(where � is defined in (4.9)) of the form u D v ı ��1 ı w�1, with � W xD ! xD a
diffeomorphism and

w.r�/ WD a� C �.2 � rn/Rn1 C .rn � 1/Rn2
� 1
n�;

v.r�/ WD �a� C �.2 � rn/�.�/n C .rn � 1/Rn3
� 1
n�:

(4.13)

The maps w and v are parametrizations of the reference and target domains, and
are defined so that detDw is constant and vıw�1 sends @B.a�; R/,R1 � R � R2,
onto a curve enclosing a volume of exactly v1 C v2 C !nRn, as can be seen by
writing

(4.14) v ı w�1.a� CR�/ D

�a� C
�
Rn C v1 C v2

!n

�
1C Rn2 �Rn

Rn2 �Rn1
!n.q

n � ¬ qn/
j�1 [�2j

�� 1
n

�;

and by considering that

jf�a� C r� W � 2 Sn�1; 0 < r < �.�/gj D
−

Sn�1

!n�
n dHn�1:

The problem for � is � D id on @D, detD� D g WD detDv
detDw in D. To use Proposi-

tion 4.4 we need to bound

g.r�/ � 1 D v1 C v2
!n.R

n
2 �Rn1/

�
1 � !nq.�/

n

j�1 [�2j
�

and(4.15)

Dg.r�/ D � v1 C v2
Rn2 �Rn1

nqn�1Dq.�/
r j�1 [�2j

for all � 2 Sn�1, r 2 Œ1; np2� (the constant in Proposition 4.4 depends on kgk0;ı ,
so it is not sufficient to control only kg � 1kL1). Using (4.7) and the fact that
�1.ı/ � d and q.�/ � ıd for all ı, �,

(4.16)
!n
¬

Sn�1.q
n
max � qn/dHn�1

j�1 [�2j
� n.2d/n�1 .2�1 � ıd/ � ıd

2�ndn
� 4nn.1 � ı/:
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By Lemma 4.2(i),

sup jDgj � .v1 C v2/
Rn2 �Rn1

2n.2d/n�1.1 � ı/d
2�n!ndn

� 4nn .v1 C v2/.1 � ı/
!n.R

n
2 �Rn1/

:

This and Proposition 4.4 imply the existence of a (piecewise smooth) solution �

such that

k� � idkC1.D/ � †
�
.v1 C v2/.1 � ı/
!n.R

n
2 �Rn1/

�
(4.17)

for some function † satisfying †.t/ < 1 for t 2 Œ0; 1
4nn

/ and †.t/ D O.t/ as
t ! 0.

Define u D vı��1ıw. Writing x D w.�.z// and using (4.13) and detD� D g,
we obtain

(4.18)
jDu.x/jn D

ˇ̌
ˇ̌Dv.z/ adjD�.z/Dw�1.x/

detD�.z/

ˇ̌
ˇ̌
n

� Cn
Rn3
Rn1

� kD�kn�1L1
1 � kg � 1kL1

�n
:

Combining (4.10) and (4.8) we obtain that for all R � R2

(4.19)
Z

B.a�;R/nB.a�;R1/

Rn3
Rn1

dx � .v1 C v2 C !nRn2/
!nR

n � !nRn1
!nR

n
1

:

By (4.15) and (4.16), kg � 1kL1 � 4nnt with t WD .v1Cv2/.1�ı/
!n.R

n
2�Rn1 / . Hence, by

(4.18), (4.19), and (4.17),
Z

B.a�;R/nB.a�;R1/
jDu.x/jn dx �

C.v1 C v2 C !nRn2/z†
�
.v1 C v2/.1 � ı/
!n.R

n
2 �Rn1/

��
Rn

Rn1
� 1

�

for R1 � R � R2, where z†.t/ WD †.t/n.n�1/
.1�4nnt/n , t 2 Œ0; 1

4nn
/, and z†.t/ D

O.tn.n�1// as t ! 0.
The map u can be extended to Rn n B.a�; R2/ by

u.r�/ WD a� C .rn C v1 C v2/ 1n�:

It satisfies

1

n

Z

B.a�;R/nB.a�;R2/

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

dx � C.v1 C v2 C !nRn/C .v1 C v2/ log
R

R2
:

The energy inside B.a�; R1/ has been estimated in Theorem 1.6. �
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Remark 4.6. For Dirichlet boundary conditions that are not necessarily radially
symmetric, the above method can still be used provided there is an initial diffeo-
morphism v from the reference domain D D fz W 1 < jzj < n

p
2g onto the desired

target domain, for which g WD detDv
detDw is bounded away from 0. The energy estimate

will depend on infD g, kDvk1kDw�1k1, and kgk1 C kDgk1.

4.3 Proof of the Preliminary Lemmas
In this section, we give the proofs of Lemmas 4.1, 4.2, and 4.3.

PROOF OF LEMMA 4.1. First we show that for any map of the form u.x/ WD
�a C f .x/ x�a

jx�aj the incompressibility equation reduces to an ODE of the form

f n�1 @f
@r
D rn�1. In order to see this, consider a local parametrization of Sn�1

and introduce polar coordinates of the form

x D x.r; s1; : : : ; sn�1/ D aC r�.s1; : : : ; sn�1/;
r > 0; .s1; : : : ; sn�1/ 2 D � Rn�1;

D being some parameter space, and � 2 Sn�1. The claim follows by observing
that

f n�1 @f
@r

�
� ^

n�1̂

kD1

@�

@sk

�
D @f

@r
� ^

n�1̂

kD1

�
@f

@sk
� C f @�

@sk

�

D @u
@r
^ @u
@s1
^ � � � ^ @u

@sn�1

D detDu.x/
�
@x
@r
^ @x
@s1
^ � � � ^ @x

@sn�1

�

D detDu.x/
�

� ^
n�1̂

kD1
r
@�

@sk

�
:

From the above we find that u.x/ WD �a C f .x/� is incompressible provided
f .r; �/n � rn C A.�/n for some A W Sn�1 ! R. The definition in (4.1), namely,
f n D rn C v

j�jq
n, is obtained by imposing the boundary condition u.x/ D �x on

@�. Differentiating (4.1) with respect to � yields

f n�1.r; �/D�f .r; �/ D
v

j�jq
n�1.�/Dq.�/;

D�f .r; �/; Dq.�/ W T�.S
n�1/! R;

T�.S
n�1/ being the tangent plane to Sn�1 at �. Identifying, in the usual manner,

D�f .r; �/ D
v

j�j
qn�1.�/
f n�1.r; �/

Dq.�/ 2 .T�.S
n�1//�(4.20)
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with a vector in h�i? � Rn, from f .x/ D f .r.x/; �.x//, r.x/ D jx � aj, and
�.x/ D x�a

jx�aj we obtain

(4.21) Df.x/ D @f

@r
Dr C .D�/TD�f D

@f

@r
� C D�f

r
;

jDf j2 D
ˇ̌
ˇ̌@f
@r

ˇ̌
ˇ̌
2

C
�
v

j�j
qn�1

f n�1
jDqj
r

�2
;

with Dr D � and D� D 1��˝�
r

. Since Du D � ˝Df C fD� and

.D�/ � .� ˝Df / D � � ..D�/Df / D 0;

using that jD�j2 D n�1
r2

and @f
@r
D rn�1

f n�1 < 1 we find

(4.22)
jDuj2 D jDf j2 C f 2jD�j2 D .n � 1/f

2

r2
C
ˇ̌
ˇ̌@f
@r

ˇ̌
ˇ̌
2

C
ˇ̌
ˇ̌D�f

r

ˇ̌
ˇ̌
2

� .n � 1/f
2

r2
C 1C

ˇ̌
ˇ̌D�f

r

ˇ̌
ˇ̌
2

:

The leading-order term .v1 C v2/jlog "j in the energy estimates will come from
.n� 1/f 2=r2; hence we need to write jDu=

p
n � 1jn as f n=rn plus a remainder

(for which we do not require an exact expression, only an upper bound). To this
end we bound an � bn with

a D
ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌ and b D

s
1

n � 1 C
f 2

r2

by
ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

�
�

1

n � 1 C
f 2

r2

�n
2

� .a � b/jan�1 C � � � C bn�1j

� n ja
2 � b2j
aC b maxfa; bgn�1

� n

n � 1
j.D�f /=r j2
aC b maxfa; bgn�1

� n

n � 1
j.D�f /=r j2

a
maxfa; bgn�1:

From f n D rn C v
j�jq

n and (4.20) we find that

(4.23)
f n

rn
D 1C v

j�j
qn

rn
; f � v1=n

j�j1=n q; and jD�f j �
v1=n

j�j1=n jDqj:
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As a consequence of (4.22),
p
n � 1a � jD�f j

r
; hence j.D�f /=rj2p

n�1a � jD�f j
r

and

(4.24)
ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

�
�

1

n � 1 C
f 2

r2

�n
2

�

C.n/
v1=n

j�j1=n
jDqj
r

�
1C f n

rn
C jD�f jn

rn

�n�1
n

(we have used (4.23) to bound jD�f j
r

and (4.22) to bound maxfa; bg). Proceeding

analogously, writing c D f
r
� 1 and bn � cn � nb2�c2

bCc b
n�1 � n.b2 � c2/bn�1,

we obtain

(4.25)

�
1

n � 1 C
f 2

r2

�n
2

� 1C v

j�j
qn

rn„ ƒ‚ …
f n=rn

CC
�

1

.n � 1/n2
C f n

rn

�n�1
n

� v

j�j
qn

rn
C C

�
1C v1=n

j�j1=n
q

r

�n�1
:

Writing an D bn C .an � bn/, equations (4.25), (4.24), and (4.23) yield

rn�1
ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

� rn�1
�
v

j�j
qn

rn
C C

�
1C jvj

1=n

j�j1=n
q

r

�n�1�

C C v1=n

j�j1=n jDqjr
n�2

�
1C v

n�1
n

j�jn�1n
maxfqn�1; jDqjn�1g

rn�1

�

� C
�
r C jvj

1=n

j�j1=n q
�n�1

C Cv1=n

j�j1=n jDqjr
n�2

C
�
qn

j�j C C
maxfq; jDqjgn�1jDqj

j�j
�
v

r
:

To finish the proof, substitute both r and jvj
1=n

j�j1=n jDqj in v1=n

j�j1=n jDqjrn�2 with r C
jvj1=n jDqjj�j1=n . �

PROOF OF LEMMA 4.2. Write � D cos � e C sin � �, � 2 .0; �/, and � 2
Sn�1 \ hei?. By virtue of j.aC q.�/�/ � zaj2 � �2,

(4.26) q2 C 2q� � .a � za/ D �2 � d2;
q.�; �/ D �d cos � C

q
.�2 � d2/C d2 cos2 �:
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Extending q to Rn by zq.x/ D q.�.x//, �.x/ WD x
jxj and differentiating with respect

to x, we obtain

.2zq C 2� � .a � za//Dzq D �2zq.D�/T.a � za/ D �2zq 1 � � ˝ �

jxj .de/:

Our aim is to obtain bounds for q W Sn�1 ! Sn�1 and Dq.�/ 2 .T�Sn�1/�.
We can identify Dq with a vector in h�i? in the usual manner. From the relation
Dzq � e D Dq � ..D�/e/ we know that Dzq ? � and jDq.x/j D jDzq.x/j for all
x 2 Sn�1. Thus, since q2 C 2q� � .a � za/ D �2 � d2, we have

jDq.�; �/j D
ˇ̌
ˇ̌ �2dq2.1 � � ˝ �/e
q2 C .q2 C 2q� � .a � za//

ˇ̌
ˇ̌

� 2dq2 sin �
maxfq2; .� � d/.�C d/g �

2dq2 sin �
maxfq2; �.� � d/g I

this yields the bounds for jDqj in (i). The fact that jq.�/j � 2� for all � 2 Sn�1
follows from q.�/ D dist.aCq.�/�; a/ � diamB.za; �/. Part (ii) is proved directly
from the second equation in (4.26), considering that

p
aC b � pa C

p
b, that

�.� � d/ � �2 � d2 � 2�.� � d/, and that
p

 � 
 for all 
 2 .0; 1/. Indeed, if

cos � < 0, then

2d jcos � j C
p
2�.� � d/ � d jcos � j C

q
�2 � d2 C

p
d2 cos2 �

� q.�; �/

� d jcos � j C
q
�2 � d2 � d jcos � j C

p
�.� � d/

� �jcos � j
�
d

�
C
s
1 � d

�

�
:

To prove (iii), suppose that � � e D cos � > 0 and rewrite (4.26) as

q.�; �/p
�.� � d/ D

1C d
�r�

1C d
�

�
C d2 cos2 �

�.��d/ C d cos �p
�.��d/

� 2r�
1C d

�

�
C d2 cos2 �

�.��d/

� 2
p
2q

1C d
�
C dcos �p

�.� � d/
: �

PROOF OF LEMMA 4.3. Call a WD zaC .� � d/e. Consider the .n � 2/-sphere
S WD fx 2 @B.za; �/ W .x�a/ �e D 0g. It is clear that� contains the cone generated
by za C �e (the “rightmost” point on @B.za; �/) and S . Since the radius of S (the
“height”) is given by h D p

d.2� � d/ (see Figure 4.2) and the base measures d ,
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d d

S

a
p

.2 � 
/

1

p
2.2 � 
/

p
2



2 � 


FIGURE 4.2. Cone generated by S and zaC �e (Lemma 4.3).

the volume of the cone is a constant times dhn�1 D d .nC1/=2.2��d/.n�1/=2. The
value of the constant is obtained from

j�j � Hn�2.Sn�2/
n � 1

Z �

��d

�
� � x1
d

q
�2 � .� � d/2

�n�1
dx1: �

4.4 Numerical Computations
The deformations depicted in Figure 1.6 are obtained by the alternative method

of Dacorogna and Moser (constructive in nature and easier to implement [23,
sec. 4]). Following the notation in Theorem 1.7 (and restricting now to the case
n D 2), let

�.�/ WD
s
R21 C .v1 C v2/

q.�/2

j�1 [�2j
where q.�/ denotes the parametrization of @.�1 [�2/ using polar coordinates,
with a� the origin. Let also 0 < R1 < R2 < R3 be such that B.a�; R1/ �
�1 [�2 and �R23 D v1 C v2 C �R22. Given parametrizations w.s; t/ and v.s; t/,
.s; t/ 2 D WD Œ1;

p
2� � Œ0; 2�� of fx W R1 < jx � a�j < R2g and of fy D

�a�Crei� W �.�/ < r < R3g, respectively, the strategy is to find an incompressible
homeomorphism u W w.Q/! v.Q/ of the form

u D v ı �2 ı �1 ı w with �1.s; t/ D .h.s; t/; t/; �2.s; t/ D .s; t C �.s/ˇ.t//:
Here � W Œ1;p2�! R is any function satisfying
− p2

1

�.s/ds D 1; �.0/ D �.1/ D 0; 0 � � � 1C ";
− p2

1

j1 � �.s/jds � ";

for some " � minf minf
2maxg ;

ming
maxg g, where f .s; t/ D detDw.s; t/ and g.s; t/ D

detDv.s; t/. The functions ˇ and h are found by defining

g1.s1; t1/ WD g.�2.s1; t1// detD�2.s1; t1/
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and solving

Z p2

1

Z tC�.�/ˇ.t/

0

g.�; �/d�d� D
Z p2

1

Z t

0

f .s; t/dt ds;

Z h.s;t/

1

g1.s1; t /ds1 D
Z s

1

f .s; t/ds;

for every fixed t 2 Œ0; 2��. The solution is unique, and for v and w as in (4.13), it is
such that

R
R1<jx�a�j<R2 jDuj2 � C , where C is an expression that might possibly

go to infinity only if the target domain is too narrow, more precisely, if

v1 C v2
�.R22 �R21/

�
�q2max

j�1 [�2j � 1
�
% 1

(recall that �q2maxj�1[�2j � 1 is of the order of 1 � ı, and recall equations (4.11) and
(4.16)). In our computations we choose R1 D qmax D 2�1 � dı and R2 such that

�.R22 �R21/ D 2.v1 C v2/
�

�q2max

j�1 [�2j � 1
�
:

5 Proof of the Convergence Result, Theorem 1.9

We follow the strategy of Struwe [81] to prove that sup" ku"kW 1;p.�"/
< 1

for all p < n. Fix " > 0, call B0 WD
Sm
iD1 xB".ai;"/, t0 WD r.B0/ D m", and

let fB.t/ W t � t0g be the family obtained by applying Proposition 3.2 to B0.
Define � D supft � t0 W

S
B.t/ � �g and write Ck WD

S
B.rk/ n

S
B.rkC1/,

rk WD 2�k�. By using Hölder’s inequality and then comparing the lower bound of
Proposition 3.5 to the upper bound, we find that for every p < n

Z

Ck

jDu"jp dx

� C.n; p/�n�p2�.n�p/k
�
1

n

Z

�"

ˇ̌
ˇ̌ Du"p
n � 1

ˇ̌
ˇ̌
n

dx �
mX

iD1
v1;" log

rkC1
t0

�p
n

� C�n�p2�.n�p/k
�
j�j C

mX

iD1
vi;"

�p=n�
C C log

diam�

�=m
C .k C 1/ log 2

�p
n

:
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Adding over k we find that

Z

�"

jDu"jp dx

� C�n�p
�
j�j C

mX

iD1
vi;"

�p=n� 1X

kD1

.C C k log 2/p=n

2.n�p/k
C
�
log diam�

�=m

�p=n

2n�p � 1
�

C np=n.n � 1/p2 j�j1�pn
�
1

n

Z

�"

ˇ̌
ˇ̌ Du"p
n � 1

ˇ̌
ˇ̌
n

dx �
mX

iD1
vi;" log

�

m"

�p
n

� C ��n�p C j�jn�pn ��j�j C
mX

iD1
vi;"

�p=n�
C C log

diam�

�=m

�p
n

:

As in the proof of Proposition 1.1, we have � � 1
2

dist.fa1;"; : : : ; am;"g; @�/.
Hence, in order to prove that sup"kDu"kLp < 1, it only remains to show thatPm
iD1 vi;" is uniformly bounded. Choose r > " such that the balls xB.ai;"; r/

are disjoint and r 2 Rai;" for all i D 1; : : : ; m. By Proposition 2.5, the topo-
logical images E.ai;"; r Iu"/ are disjoint and contained in B.0; ku"kL1.�"// (be-
causeE.ai;"; r Iu"/ is the region enclosed by u.@B.ai;"; r//), and they are such that
E.ai;"; "Iu"/ � E.ai;"; r Iu"/. Therefore

mX

iD1
.vi;" C !n"n/ D

mX

iD1
jE.ai;"; "Iu"/j �

ˇ̌
ˇ
m[

iD1
E.ai;"; r Iu"/

ˇ̌
ˇ � !nku"knL1.�"/:

We obtain that sup"ku"kW 1;p.�"/
< 1, as desired, since we are assuming that

sup"ku"kL1.�"/ <1.
For the convergence in W 1;n

loc .� n fa1; : : : amg;Rn/ (and the existence of a limit
map in

T
p<nW

1;p), let ı > 0 be small, assume that jai;" � ai j < ı=2 for all i D
1; : : : ; m, and consider the following energy bound, obtained again by comparing
(1.16) with the lower bound of Proposition 3.5 (applied to s D ı=2)

1

n

Z

�nSB.ı=2/

ˇ̌
ˇ̌ Dup
n � 1

ˇ̌
ˇ̌
n

dx �
mX

iD1
vi;" log

diam�

ı=2m
C C

�
j�j C

mX

iD1
vi;"

�
:

Since r.B.ı=2// D ı=2, fu"j gj2N is bounded in W 1;n.� n Sm
iD1 xBı.ai /;Rn/.

From this, and since ı > 0 is arbitrary, the existence of u and of a convergent
subsequence follows by standard arguments (see, e.g., [78] or [41]): inductively
take successive subsequences of fu"j gj2N (for some sequence ık ! 0) converg-
ing weakly in W 1;n.� n Sm

iD1 xBık .ai /;Rn/. Choose then a diagonal sequence
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fu"kgk2N converging weakly in W 1;n.� nSm
iD1 xBı.ai /;Rn/ for every ı > 0 to

some u 2 W 1;n
loc .� n fa1; : : : amg;Rn/.

Since sup" ku"kW 1;p.�"/
< 1 for all p < n, the maps u" can be extended by

multiplying them by suitable cutoff functions  " inside the holes xB.ai;"; "/ in such
a way that sup" k "u"kW 1;p.�/ <1. It is easy to see that any weakly convergent
subsequence of f "ku"kgk2N must converge to the limit map u defined above; this
proves that u 2 W 1;p.�;Rn/ for all p < n.

By the classical result of Rešetnjak [65, theorem 4] and Ball [4, cor. 6.2.2],
cofDu"k * cofDu in Ln=.n�1/loc .� n fa1; : : : ; amg;Rn�n/. By the definition of
DetDu in (2.4), and since fDetDu"g">0 is bounded as a sequence in the space of
measures (DetDu" D Ln �" by hypothesis), it follows that DetDu coincides
with Ln in�nfa1; : : : ; amg and that DetDu"

�
* DetDu in�nfa1; : : : ; amg in the

sense of measures. Moreover, by [74, lemma 3.2] (applied to � nSm
iD1 xB.ai ; ı/

instead of �), we obtain that detDu.x/ D 1 for a.e. x 2 � n fa1; : : : ; amg.
From Definition 2.4 and from the proof of [41, lemma 4.2] it follows that the

limit map u satisfies condition INV. Proposition 2.6 then implies that DetDu D
LnCPm

iD1 ciıai for some coefficients ci 2 R, and the proof of the same proposi-
tion also shows that

1

n

Z

@B.ai ;r/

u" � .cofDu"/�dHn�1 D !nrn C
X

j Waj;"2B.ai ;r/
vj;";

1

n

Z

@B.ai ;r/

u � .cofDu/�dHn�1 D !nrn C
X

j Waj2B.ai ;r/
cj ;

for a.e. r > 0 such that @B.ai ; r/ � � (note that if ai D aj for some i ¤ j ,
then the choice of the coefficients ci is not unique). By standard arguments, for
every ı > 0 there exists r < ı such that u"k ! u uniformly on @B.ai ; r/ and
cofDu"k * cofDu in Ln=.n�1/.@B.ai ; r// (passing, if necessary, to a subse-
quence that may depend on r). Taking, first, the limit as " ! 0, then the limit as
r ! 0, we obtain that DetDu D Ln CPm

iD1 viıai .
Consider now the case of two cavities. Set a" WD a1;"Ca2;"

2
, d" WD ja2;" �

a1;"j.
(1) Suppose that v1 � v2 > 0 and d D ja2 � a1j > 0. By Lemma 3.6 we

have that for all r > "

ˇ̌jE.ai;"; r Iu"/jD.E.ai;"; r Iu"// n
n�1

� jE.ai;"; "Iu"/jD.E.ai;"; "Iu"// n
n�1

ˇ̌ � 2 n
n�1 nC 1

n � 1 !nr
nI
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hence, by (3.5), for all ˛ 2 .0; 1/ and all R < minfd=2; dist.fa1; a2g; @�/g we
have that

R
�"

1
n

ˇ̌
ˇDu.x/p

n�1
ˇ̌
ˇ
n

jlog "j �
P2
iD1

�R "˛
"
C R R

"˛

� R
@B.ai;";r/

1
n

ˇ̌
ˇDu.x/p

n�1
ˇ̌
ˇ
n

dHn�1 dr

jlog "j

�
2X

iD1

�
vi;"

log.R="/
jlog "j

C .1 � ˛/C �jE.ai;"; "Iu"/jD.E.ai;"; "Iu"// n
n�1 � "˛n�

�
:

Combining this with (1.16) we obtain

2X

iD1
vi;"D.E.ai;"; "Iu"// n

n�1 �
.j�j C v1;j C v2;j /

�
C2 C log diam�

R

�

C1jlog "1�˛j C C"˛n:

Therefore, as " ! 0, D.E.ai;"; "Iu"// ! 0 (i.e., u" tends to create spherical
cavities).

As mentioned before, for every ı > 0 there exists r < ı such that u"j@B.ai ;r/
converges uniformly, for each i D 1; 2, to uj@B.ai ;r/ (passing to a subsequence, if
necessary). By continuity of the degree, this implies that imT.u; ai / is contained in
E.ai ; r Iu"/ for sufficiently small ". In particular, by definition of vi;" and Propo-
sition 2.6,

jE.ai ; r Iu"/4 imT.u; ai /j D jE.ai ; r Iu"/j � j imT.u; ai /j
D .vi;" C !nrn/ � vi :

On the other hand, B.ai;"; "/ � B.ai ; r/ for sufficiently small ". By Propo-
sition 2.5 this implies that E.ai;"; "Iu"/ � E.ai ; r Iu"/, so, proceeding as in the
proof of Proposition 2.6, we obtain

jE.ai;"; "Iu"/4E.ai ; r Iu"/j D DetDu.B.ai ; r/ n B.ai;"; "//
D jB.ai ; r/ n B.ai;"; "/j < !nın:

Thus,

(5.1)

lim sup
"!0

jE.ai;"; "Iu"/4 imT.u; ai /j
� lim sup

"!0
.jE.ai;"; "Iu"/4E.ai ; r Iu"/j C jE.ai ; r Iu"/4 imT.u; ai /j/

� 2!nın
for all ı > 0; that is, the cavities formed by u" converge to the cavities formed
by u.

It remains to prove the estimate for ja2 � a1j in terms of j�j, diam�, and the
cavity volumes, with the assumption that v1 C v2 < 2n!n.dist. a1Ca2

2
; @�//n. Let
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R > 0 be such that v1;"Cv2;" < !n.2R/n andB.a"; R/ � � for every sufficiently
small ". Suppose first that

!nd
n

v1 C v2
<
1

2n

�
v2

v1 C v2

� n
n�1

:(5.2)

Since v2
v1Cv2 < 1, this implies, in particular, that v1;"C v2;" > !n.2d"/n for every

small ". As a consequence, R
d"
> 1 and

�
v1;" C v2;"
2n!ndn"

� 1

n2

<

�
R

d"

� 1
n

<
R

d"
I

that is, the minimum at the end of Theorem 1.5 is attained at
�
v1;" C v2;"
2n!ndn"

� 1

n2

(it cannot be attained at d"
"

since d" ! d > 0). By Theorem 1.5 and (1.16),

C1

��
v2;"

v1;" C v2;"

� n
n�1
� !nd

n
"

v1;" C v2;"

�

C
log

v1;" C v2;"
2n!ndn"

�
1
n

R
�"

ˇ̌
ˇ Dup
n�1

ˇ̌
ˇ dx � .v1;" C v2;"/ log R

2"

v1;" C v2;"
� C2

�
1C j�j

v1;" C v2;"
C log

!n.diam�/n

!nRn

�

� C2
�
1C j�j

v1;" C v2;" C log
!n.diam�/n

v1;" C v2;"

�

(in the last step we use that !nRn >
v1;"Cv2;"

2n
by the choice of R). If (5.2) holds,

then the factor in front of the logarithm is positive for " > 0 small; taking the limit,
we obtain that !nd

n

v1Cv2 � 2�nF.�; v1; v2/ with

(5.3) F.�; v1; v2/ WD exp

 
�C

1C j�j
v1Cv2 C log !n.diam�/n

v1Cv2�
v2

v1Cv2
� n
n�1

!
:

If (5.2) does not hold, we still have that !nd
n

v1Cv2 � CF.�; v1; v2/ for some
constant C.n/. To see this, recall that v1 C v2 < 2n!n dist.a1Ca2

2
; @�/n <

!n.2 diam�/n (by hypothesis), hence

F.�; v1; v2/ � exp

 
�C.1C nj log 2j/
�

v2
v1Cv2

� n
n�1

!

�
�

v2
v1Cv2

� n
n�1

C.1C nj log 2j/
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(we have used that e1=x � 1
x

for all x � 0). The proof is complete since the above
implies that

!nd
n

v1 C v2 � 2
�n
�

v2

v1 C v2

� n
n�1
)
!nd

n

v1 C v2
� 2�nC.1C njlog 2j/F.�; v1; v2/:

(2) Suppose that v1 > v2 D 0. Applying Proposition 3.2 to B0 WD f xB".a1;"/;
xB".a2;"/g we obtain B.t/ D fB.a1;"; t=2/; B.a2;"; t=2/g for t 2 .2"; d"/, and
B.t/ D fB.a"; t /g for t � d". We claim that if R < 2

3
dist.fa1;"; a2;"g; @�/, thenS

B.R/ � �. Indeed, if R < d", this holds automatically. If R � d", then

3R

2
< dist.a1;"; @�/ � d"

2
Cdist.a"; @�/ � R

2
Cdist.a"; @�/ ) B.a"; R/ � �:

Therefore, by Proposition 3.5 and Lemma 3.6, for every ˛ 2 .0; 1/

jE.a1;"; "Iu"/jD.E.a1;"; "Iu"// n
n�1 log

"˛

2"

�
Z

�"

1

n

ˇ̌
ˇ̌ Du"p
n � 1

ˇ̌
ˇ̌
n

dx � .v1;" C v2;"/ log
R

2"

C 2 n
n�1 nC 1

n � 1 .v2;" C !n"
˛n/ log

"˛

2"
:

By virtue of (1.16) and again Lemma 3.6,

v1D.imT.u; a1//
n
n�1 �

2
n
n�1 nC 1

n � 1 lim
"!0

�
v2;" C !n"˛n C jE.a1;"; "Iuj /4 imT.u; a1/j

�
:

Proceeding as in (5.1), we find that

lim sup
"!0

jE.a1;"; "Iu"/4 imT.u; a1/j � 2.v2 C !nrn/

for arbitrarily small values of r > 0, proving that imT.u; a1/ is a ball.
(3) Suppose that v1 � v2 > 0 and a1 D a2. Let R > 0 be such that

B.a"; R/ � � for all j 2 N. Since lim d" D ja2 � a1j D 0, (3.6) and (1.16)
imply that

lim sup
"!0

R R
d"
jE.a"; r Iu"/jD

�
E.a"; r Iu"/

� n
n�1 dr

r

log d"
�

C
.j�j C v1 C v2/

�
1C log diam�

R=2

�

lim
"!0 log d"

D 0:
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For ˛ 2 .0; 1/ fixed and " small, B.a"; d"/ � B.a"; d˛" / � �. By Lemma 3.6, for
all r 2 .d"; d˛" /ˇ̌jE.a"; r Iu"/jD.E.a"; r Iu"// n

n�1

� jE.a"; d"Iu"/jD.E.a"; d"Iu"// n
n�1

ˇ̌ � 2 n
n�1 nC 1

n � 1 !nd
˛n
" :

Dividing Z d˛"

d"

jE.a"; d"Iu"/jD.E.a"; d"Iu"// n
n�1 dr

r

by log d˛�1" , we obtain

(5.4) lim sup
"!0

jE.a"; d"Iu"/jD.E.a"; d"Iu"// n
n�1 �

lim sup
"!0

2
n
n�1 nC 1

n � 1 !nd
˛n
" D 0:

Proceeding as in (5.1), it can be proved that

(5.5) lim sup
"!0

jimT.u; a1/4E.a"; d"Iu"/j �
lim sup
"!0

.v1;" C v2;"/ � jimT.u; a1/j:

Because of the continuity of the distributional determinant, jimT.u; a1/j D v1Cv2,
hence D

�
imT.u; a1/

� D 0 (by (5.5), Lemma 3.6(ii), and (5.4)).
In order to prove that at least one of the limit cavities must be distorted, we

proceed as in the proof of Theorem 1.5 by applying Proposition 1.3 to E1 D
E.a1;"; "Iu"/, E2 D E.a2;"; "Iu"/, and E D E.a"; d"Iu"/. Again we define
g.ˇ1; ˇ2/ WD .ˇ1=n1 C ˇ1=n2 /n � .ˇ1 C ˇ2/ and note that it is increasing in its two
variables. It is easy to see that

.jE1j1=n C jE2j1=n/n � jEj
.jE1j1=n C jE2j1=n/n � jE1 [E2j

� 1 � !nd
n
"

g.v1;"; v2;"/

"!0�! 1:

Therefore,

lim inf
"!0

jEjD.E/ n
n�1 C jE1jD.E1/ n

n�1 C jE2jD.E2/ n
n�1

jEj C jE1 [E2j
� C

�
v2

v1 C v2

� n
n�1

:

Property (1.17) follows from (5.4). On the other hand, (3.6), (1.16), and Lemma
3.6 imply that

2X

iD1

Z minfd"
2
;"˛g

"

C

�
vi;"D.Ei /

n
n�1 � 2 n

n�1 nC 1
n � 1 !n min

�
dn"
2n
; "˛n

��
dr
r
�

.v1;" C v2;"/ log
diam�

R=2
C C.v1;" C v2;" C j�j/
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for every fixed ˛ 2 .0; 1/. Hence,

lim sup
"!0

�
min

�
log

d"

2"
; log "˛�1

��
�

C
�

log diam�
R=2

C 1C j�j
v1Cv2

�

lim inf"!0
�
v1;"D.E1/

n
n�1Cv2;"D.E2/ n

n�1
v1;"Cv2;" � "˛n

� :

By virtue of (1.17), and since jlog "j ! 1, we conclude that lim sup"!0 d"=" is
finite.
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