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Abstract

Non-commutative analysis tools have successfully been applied to the integer quantum
Hall effect, in particular for a proof of the stability of the Hall conductance in an An-
derson localization regime and of the bulk-boundary correspondence. In this work, these
techniques are implemented to study two-dimensional dirty superconductors described by
Bogoliubov-de Gennes Hamiltonians. After a thorough presentation of the basic frame-
work and the topological invariants, Kubo formulas for the thermal, thermoelectric and
spin Hall conductance are analyzed together with the corresponding edge currents.

PACS: 73.43.-f, 72.20.Pa, 72.25.Dc, 73.25.+i

1 Introduction

Topological insulators have been the object of intense experimental and theoretical investiga-
tions over the last decade, and more recently also in the mathematical physics community.
Many of the analytical tools developed for the study of integer quantum Hall systems could be
adapted and extended to these novel topological systems. Several theoretical elements have be-
come common themes of the field, in particular the identification of the topological invariants,
their link to non-dissipative response coefficients and the bulk-boundary correspondence. For
recent reviews and a vast literature, we refer to [PS, SB]. In our opinion, a thorough mathe-
matical treatment of physical phenomena in topological superconductors is lacking to date and
this work aims to partially fill this gap.

Just as a large part of the physics literature, we focus on quadratic fermionic Hamiltonians
described by an effective Bogoliubov-de Gennes (BdG) Hamiltonian on a particle-hole Hilbert
space. These operators typically do not have particle and charge conservation due to the
presence of a non-trivial pairing potential. Numerous such potentials are of physical interest
and are reviewed in Section 2. Some of them have further symmetries, like a U(1) or SU(2)
rotational invariance in the spin degrees of freedom. Such symmetries can be reduced out in
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a way that is independent of the dimension of physical space. While this symmetry analysis
is somewhat standard by now, e.g. [BLS, AZ, HHZ], it is nevertheless included in Section 2
for sake of completeness. In Section 3 it is then combined with the C∗-algebraic framework
of [Bel, BES, PS] for the description of homogeneous media. Up to this point, the treatment
is independent of the dimension of physical space, but starting from Section 4 we decided
to restrict to two-dimensional tight-binding systems for which the main topological invariant
is then the Chern number of the BdG Fermi projection. There is no principle difficulty in
transposing also the numerous (strong and weak) invariants as discussed in [SRFL, PS] to
BdG Hamiltonians in other dimensions (that is actually already covered by [GS]), but carrying
this out would have made this paper too encyclopedic and we hope that the most important
concepts are communicated on the example of two-dimensional systems. On the other hand,
we do go beyond earlier papers because a description of disordered systems is entirely covered.
Merely an Anderson localization condition as in [BES, PS] has to be satisfied for the existence
of the BdG Chern numbers.

The second part of the paper, that is Sections 5 to 9, then deals with various physical
effects linked to a non-trivial topological invariant. In fact, it is shown how the bulk invariant
(Chern number) determines the non-dissipative Hall response coefficient for the mass transport,
the charge and spin transport (provided charge and spin are conserved), as well as the low
temperature behavior of the thermal Hall transport. The latter so-called thermal quantum Hall
effect [SF] is probably the most interesting case, as no further symmetry has to be imposed
on the BdG Hamiltonian (which is hence in the Cartan-Altland-Zirnbauer (CAZ) Class D).
Unfortunately, we were unable to give a rigorous derivation of the Kubo formula for the thermal
Hall conductance and hence merely analyze the (presumably correct) formula from [SSt, QNS,
SuF]. The spin quantum Hall effect [SMF] is, on the other hand, merely a superposition of
several (conventional) quantum Hall effects in each of the eigenspaces of the spin operator. The
bulk-boundary correspondence (BBC) for the mass transport is a direct consequence of earlier
results [KRS, PS]. The BBC for the charge and spin transport is then a special case under
supplementary symmetry constraints. Based on the physical interpretation of the boundary
currents in these cases, we then derive a formula for the thermal boundary currents which,
by the BBC, is then again quantized with a coefficient given by the bulk invariant. In our
opinion, this considerably clarifies previous treatments [SF, Vis, Kit]. As a final comment, let
us mention that another physical effect in Class D are the Majorana zero modes attached to
half-flux vortices [RG]. This is not dealt with here, but in our previous paper [DS].

Acknowledgements: The first draft of this manuscript dates back about 5 years, and it was
somewhat more ambitious than the present manuscript. While this may say something about
the authors, it is also due to the fact that physical concepts are harder to unfold and lay out than
mathematical results. Along the way we profited from discussions with numerous colleagues, in
particular, Martin Zirnbauer and Emil Prodan, whom we wish to thank. Moreover, we thank
Varghese Mathai and Guo Thiang for inviting us both to an interesting conference in Adelaide
and to contribute to the proceedings. G.D.’s research is supported by the grant Iniciación en
Investigación 2015 - No 11150143 funded by FONDECYT, and that of H.S.-B. by the DFG.
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2 Generalities on BdG Hamiltonians

2.1 BdG Hamiltonian in tight-binding representation

Let us begin by presenting the two-dimensional tight-binding BdG Hamiltonian which provides
an effective description of electrons (quasi-particles) in a superconductor. Each single particle
will be described by a one-particle Hamiltonian h acting on the one-particle Hilbert space
H = `2(Z2) ⊗ CL. Depending on what is to be described, the fiber CL may contain a factor
C2s+1 to describe the spin s ∈ N/2 of the particle, and a fiber C2 to model a bipartite lattice
structure like for the hexagon lattice, as well as any further local internal degrees of freedom
of the particle, like simply several participating orbitals at every site. For sake of simplicity,
we only consider the case CL = C2s+1 here. Of course, the case of spin 1

2
is physically most

relevant. In bra-ket notation, h is of the form

h =
∑

n,n′∈Z2

L∑
l,l′=1

hl,l′(n, n
′) |n, l〉〈n′, l′| =

∑
n,n′∈Z2

|n〉h(n, n′) 〈n′| . (1)

Here hl,l′(n, n
′) are complex numbers such that h = h∗ and h(n, n′) = (hl,l′(n, n

′))l,l′=1,...,L is an
L×L matrix. Furthermore, |n〉 is the partial isometry to (spin) states at n ∈ Z2. The first main
assumption on h will be that it is of finite range R, namely h(n, n′) = 0 for |n− n′| > R. From
a mathematical point of view, this locality condition could be somewhat relaxed, but this is
irrelevant for the physics. Later on, the second main assumption is that h is space homogeneous
(see Section 3 for details). This does allow h to contain a random potential, for example.

Next let us (canonically) second quantize h to an operator h on the fermionic Fock space
F = F(H) associated to H = `2(Z2) ⊗ CL. If the creation and annihilation operators in the
state |n, l〉 are denoted by c∗n,l and cn,l, then the second quantization of (1) leads to

h =
∑

n,n′∈Z2

L∑
l,l′=1

hl,l′(n, n
′) c∗n,lcn′,l′ =

∑
n,n′∈Z2

c∗n h(n, n′) cn′ = c∗ h c .

Here, in the second formula cn denotes a vector (spinor) cn = (cn,l)l=1,...,L of annihilation
operators, while in the third formula c is the vector c = (cn)n∈Z2 . There is no summability
associated to this vector and it is merely used in order to have the compact notation h = c∗hc
for the summation given above. The second quantized operator h clearly commutes with the
number operator N = c∗c so that it conserves the particle number. Furthermore, let us point
out that the anti-commutation relations for the c’s imply, with hT denoting the transpose of h,

c∗ h c = − chT c∗ + Tr(h) 1F = − ch c∗ + Tr(h) 1F ,

as long as Tr(h) is finite (e.g. for a finite sublattice of Z2). The term Tr(h) 1F is merely a
constant shift in energy which will be neglected in the spirit of renormalization, even if Tr(h) is
infinite as it gives no contribution to commutators. This is equivalent to working with a second
quantized

h =
1

2
c∗ h c − 1

2
ch c∗ . (2)
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In BCS theory there is now an (attractive) interaction between the particles which can be
written as a quartic term in the c’s. A typical interaction of this type is the term

∑
n c
∗
ncnc

∗
ncn

in the Hubbard model. Such a term leads to a full many body problem. In the Bogoliubov
version of Hartree-Fock theory [dG, BLS] this term is replaced by a quadratic term which
models the creation and annihilation of Cooper pairs, and is calculated self-consistently [dG].
This approximation produces a quadratic Hamiltonian H which, by virtue of the self-consistency
equations, has the particle-hole symmetric form

H =
1

2
c∗ h c − 1

2
ch c∗ +

1

2
c∗∆ c∗ − 1

2
c∆ c . (3)

Here again ∆ = (∆(n, n′))n,n′∈Z2 is given by L × L matrices ∆(n, n′) which satisfy the finite
range condition ∆(n, n′) = 0 for |n− n′| > R, and c∗∆c∗ is a short notation for

c∗∆ c∗ =
∑

n,n′∈Z2

c∗n ∆(n, n′) c∗n′ =
∑

n,n′∈Z2

L∑
l,l′=1

∆l,l′(n, n
′) c∗n,lc

∗
n′,l′ .

Furthermore ∆ in (3) denotes complex conjugation. The Hamiltonian (3) is the starting point
of our analysis. Let us point out that the self-adjointness of H combined with the particular
particle-hole symmetric form (3) imposes

∆∗ = −∆ . (4)

The factor 1
2

in the third and fourth summand of (3) is an artefact introduced for later notational
convenience.

2.2 Particle-hole symmetry of BdG Hamiltonians

The Hamiltonian (3) is quadratic in the creation and annihilation operators and can thus be
treated by a suitable first quantized Hamiltonian. Indeed, (3) can be rewritten in a matrix
form as

H =
1

2

(
c∗ c

)( h ∆

−∆ −h

)(
c
c∗

)
, (5)

where the appearing matrix is an operator on the particle-hole Hilbert space Hph = H ⊗ C2
ph

and the operator-valued scalar product is also understood on this Hilbert space. The factor
C2

ph is called the particle-hole fiber. For any chemical potential µ ∈ R, one then has

H − µN =
1

2

(
c∗ c

)
H(µ)

(
c
c∗

)
, H(µ) =

(
h− µ ∆

−∆ −h+ µ

)
(6)

The operator matrix H(µ) is the BdG Hamiltonian on Hph (first quantized, but with particle-
hole fiber). For operators given by 2× 2 block matrices such as the BdG Hamiltonian (6), one
speaks of a representation in the particle-hole grading. In order to keep notations light, we just
write H for H − µN, H for H(µ) and even h for h − µ. This simply means that we assume
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µ = 0 from now on, unless the dependence on µ is analyzed. The BdG Hamiltonian H satisfies
an even particle-hole symmetry (PHS):

K∗HK = −H , K =

(
0 1
1 0

)
. (7)

This implies that for even and odd real functions f± : R→ R satisfying f±(−x) = ±f±(x) one
has

K∗ f±(H)K = ± f±(H) .

Decomposing the Fermi-Dirac function fβ(E) = (1 + e−βE)−1 into even and odd parts, this
implies, for example,

K∗ fβ(H)K = 1 − fβ(H) .

2.3 Examples of pairing potential

The operator ∆ on H is called the pairing potential because it dictates the creation and anni-
hilation of Cooper pairs in (3). It is sometimes also called the pairing field. Often the pairing
potential is chosen to be translation invariant and the numbers characterizing ∆ are then called
the superconducting order parameters. In this section, some examples of such translation in-
variant pair potentials are presented for two-dimensional systems. The list below does not cover
all cases studied in the literature [WSS, Sca], but hopefully the most important ones. Generally,
the one-particle Hamiltonian is simply the discrete Laplacian h = V1 + V ∗1 + V2 + V ∗2 where
V1 and V2 are the shift operators on `2(Z2) (without magnetic fields and naturally extended to
H = `2(Z2) ⊗ CL). Using s1, s2, s3 for a spin s representation, the list of pairing potentials is
then:

∆s = δs1 ⊗ ıs2 , s = 1
2

(singlet s-wave) (8)

∆s∗ = δs∗ (V1 + V ∗1 + V2 + V ∗2 ) ⊗ ı s2 , s = 1
2

(singlet extended s-wave) (9)

∆px = δpx (V1 − V ∗1 ) ⊗ s1 , s = 1
2

(spinful px-wave) (10)

∆p±ıp = δp (V1 − V ∗1 ± ı(V2 − V ∗2 )) , s = 0 (spinless p± ıp-wave) (11)

∆p = ∆p±ıp ⊗ s1 , s = 1
2

(spinful p± ıp-wave) (12)

∆′p = δp′ ((V1 − V ∗1 ) ⊗ 1L ± ı(V2 − V ∗2 ) ⊗ s3) , s = 1
2

(triplet p± ıp-wave) (13)

∆dxy = δdxy (V1 − V ∗1 )(V2 − V ∗2 ) ⊗ ı s2 , s = 1
2

(singlet dxy-wave) (14)

∆dx2−y2
= δdx2−y2

(V1 + V ∗1 − V2 − V ∗2 ) ⊗ ı s2 , s = 1
2

(singlet dx2−y2-wave) (15)

∆d±ıd = ∆dx2−y2
± ı∆dxy , s = 1

2
(singlet d± ıd-wave) . (16)

All the constants δ are real so that one readily checks that (4) holds in all cases. Here p-wave pair
potentials correspond to hopping terms which are anti-symmetric under the change Vj ↔ V ∗j ,
while s-wave and d-wave pair potentials are symmetric under this change. Furthermore, the
s-wave is rotation symmetric and the d-wave odd under a 90 degree rotation (V1, V2, V

∗
1 , V

∗
2 )↔

(V2, V
∗

1 , V
∗

2 , V1). These symmetries result from the atomic orbitals relevant for the description
of a given material. A graphic representation is given in Fig. 1.
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Figure 1: Graphic representation of various pair potentials.

2.4 Canonical and Bogoliubov transformations

In this section, we show how to diagonalize the quadratic Hamiltonians by canonical transfor-
mations by following standard textbook treatments, e.g. [BR]. The PHS (7) of the Hamiltonian
(6) can be interpreted as follows: ıH is in the Lie algebra of the group

G =
{
A ∈ GL(Hph) : K∗AK = A

}
.

Let U = G ∩ U(Hph) denote the unitaries in this group:

U =
{
W ∈ GL(Hph) : W ∗ = W−1 , K∗WK = W

}
.

Again U is a group. Explicitly, one has

U =

{
W =

(
u v
v u

)
: u∗u+ vTv = 1 , u∗v + vTu = 0

}
. (17)

Now, given W ∈ U , one can define(
d
d∗

)
= W

(
c
c∗

)
=

(
u c + v c∗

v c + u c∗

)
, (18)

where in the last equality W is given as in the representation (17). The particular form of W
assures that d and d∗ are indeed mutually adjoint and that the CAR relations for d and d∗

hold due to the condition W ∗ = W−1, which in turn is equivalent to the one given in (17).
A standard question is now whether (18) can be implemented by a unitary opertor UW on
Fock space in the sense that d = U∗W cUW (attention: UW is not quadratic in c; it depends
on W but it is not associated to W via a formula like (6)). For a finite system, this is always
possible, but in infinite dimension one has to impose a condition. It is sufficient to require v to
be Hilbert-Schmidt (Shale’s theorem) [Sh, BLS]. Then the unitary UW is called a Bogoliubov
transformation, while W is usually called the associated canonical transformation. Hence U is
also called the group of canonical transformations.

For the remainder of the section let us suppose that dim(H) = N is finite. Then one readily
checks that

V U V∗ = O(2N) , V =

√
ı

2

(
1 −ı1
ı1 −1

)
6



by means of relations V∗ = V−1 and VTV = −VVT = K. Furthermore, H can be diagonalized
by a canonical transformation W :

W HW ∗ =

(
D 0
0 −D

)
,

where D is diagonal and real valued. Using this particular canonical transformation, one has

H =
1

2

(
d∗ d

)( D 0
0 −D

)(
d
d∗

)
=

1

2
U∗W

[(
c∗ c

)( D 0
0 −D

)(
c
c∗

)]
UW .

(19)

This will be used for the calculation of the thermal equilibrium state in the next section.

2.5 Gibbs state of BdG Hamiltonians

Also in this section, dim(H) = N is finite. Recall that the Gibbs state ωβ of H at a given
inverse temperature β (and chemical potential µ = 0 already absorbed in H) is defined by

ωβ(A) =
1

Zβ
TrF

(
A e−βH

)
, Zβ = TrF

(
e−βH

)
,

where A is an operator on F . Because H is quadratic in the creation and annihilation operators,
it is well-known that ωβ is quasi-free (Wick’s theorem applies, e.g. [BLS]). In particular, ωβ is
completely specified by the associated one-particle density matrix Γβ which is the operator on
Hph = H⊗ C2

ph defined by the two-point functions:

Γβ = ωβ

(
cc∗ cc
c∗c∗ c∗c

)
=

∑
n,n′∈Z2

|n〉
(
ωβ(cnc

∗
n′) ωβ(cncn′)

ωβ(c∗nc
∗
n′) ωβ(c∗ncn′)

)
〈n′| .

This is a positive operator on Hph which satisfies

K ΓβK = 1− Γβ .

Furthermore, for any canonical transformation W one has

W ΓβW
∗ = ωβ

(
dd∗ dd
d∗d∗ d∗d

)
.

Using this for the W diagonalizing H so that (19) holds, one deduces the standard formula for
the quasi-free Gibbs states of an ideal Fermi gas:

W ΓβW
∗ =

(
fβ(D) 0

0 fβ(−D)

)
, fβ(E) = (eβE + 1)−1 .
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After some algebra this implies that Γβ is given by the Fermi-Dirac function of H:

Γβ = fβ(H) .

Therefore, if A is an observable that is quadratic in c and c∗ so that there exists a one-particle
observable A on Hph (using the same formula as (5)), then

ωβ(A) =
1

2
TrHph

(fβ(H)A) . (20)

Further below, this formula allows to go to the thermodynamic limit by introducing the trace
per unit volume whenever H and A are space homogeneous.

2.6 BdG Hamiltonians with charge conservation

Particle conservation of the second quantized Hamiltonian is [H,N] = 0. For the BdG Hamil-
tonian this becomes charge conservation

[H,Q] = 0 ,

where the charge operator on Hph is

Q =

(
1 0
0 −1

)
.

This means that the anti-particles in the BdG representation have the opposite charge from the
particle, which for sake of concreteness is chosen to be positive. Clearly charge conservation is
equivalent to a vanishing pair creation potential and thus H = diag(h − µ,−h + µ) and the
passage to the BdG formalism results merely in a doubling.

2.7 SU(2) invariant BdG Hamiltonians

Let us recall that the spin of the particle is denoted by s ∈ N/2 and that L = 2s + 1.
Associated to s is an irreducible representation of the Lie algebra su(2) on CL. Let s1, s2, s3

denote the hermitian, traceless L × L matrices representing the 3 components of the spin
operator corresponding to a basis of the Lie algebra su(2) such that the commutation relations
[s1, s2] = ı s3, [s2, s3] = ı s1 and [s3, s1] = ı s2 hold. As usual, we choose the representation with
s1 and s3 real, and s2 purely imaginary. In Appendix D the concrete (standard) representations
used here are listed. The extension 1⊗ sj to H = `2(Z2)⊗ CL will also simply be denoted by
sj. Then their second quantized is denoted by boldface sj, which is explicitly given by

sj =
∑
n∈Z2

L∑
l,l′=1

(sj)l,l′ c
∗
n,l cn,l′ =

1

2

(
c c∗

)
Sj
(
c
c∗

)
, (21)

where

Sj =

(
sj 0
0 − (sj)T

)
. (22)
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Let us observe that the second equality in (21) is exact in view of the fact that the spin ma-
trices are traceless. These second quantizations again satisfy the su(2) relations [s1, s2] = ı s3,
[s2, s3] = ı s1 and [s3, s1] = ı s2 (this needs an algebraic check because sisj contains quartic
operators in the creation and annihilation operators, which cancel in the commutator). There-
fore they provide a representation of su(2) on the Fock space F . Now SU(2) invariance of a
Hamiltonian H on Fock space means by definition that for s(θ) =

∑
j=1,2,3 θjs

j with arbritrary
real θ = (θ1, θ2, θ3), one has

eı s(θ) H e−ı s(θ) = H ,

or equivalently
[sj,H] = 0 , j = 1, 2, 3 .

If H is a quadratic Hamiltonian with BdG Hamiltonian H, these latter conditions are equivalent
to [

Sj, H
]

= 0 , j = 1, 2, 3 . (23)

This follows from (72) in Appendix C.

Proposition 1 Let H be a BdG Hamiltonian that satisfies the SU(2) invariance (23) with
respect to a spin s representation. Then there are operators hred and ∆red on `2(Z2) such that

H =

(
hred ⊗ 1L ∆red ⊗ T
−∆red ⊗ T −hred ⊗ 1L

)
,

where T = (Tl,l′)l,l′=1,...,L with Tl,l′ = χ(l+l′ = L+1)(−1)l+1 is the matrix having only alternating
signs on the cross-diagonal. Hence H decomposes into a direct sum of copies of two unitarily
equivalent building blocks

Hred =

(
hred ∆red

σ∆red −hred

)
, H ′red =

(
hred −∆red

−σ∆red −hred

)
,

acting on the reduced particle-hole space Hred,ph = `2(Z2) ⊗ C2
ph, where σ = (−1)L is −1 for

integer spin and 1 for half-integer spin. For half-integer spin H, contains L
2

copies of each
reduced model, while for integer spin, there are L+1

2
copies of Hred and L−1

2
of H ′red.

Proof. Writing out the commutators explicitly, one realizes that (23) is equivalent to

[h, sj] = 0 , ∆(sj)T = − sj∆ , j = 1, 2, 3 . (24)

Schur’s lemma then implies that h = hred ⊗ 1L for some hred. As (s1)T = s1, (s2)T = −s2

and (s3)T = s3, the second set of equations becomes the following anti-commutation and
commutation relations

{∆, s1} = {∆, s3} = 0 , [∆, s2] = 0 .

9



Now let us consider ∆ as an L × L matrix of operators on `2(Z2) and denote its lth row and
column by Rl and Cl respectively. Since s3 is diagonal, the relation {∆, s3} = 0 reads

sR1

(s− 1)R2
...

−sRL

 +
(
sC1 (s− 1)C2 · · · −sCL

)
= 0 .

This forces ∆ to have non-zero entries only on the cross-diagonal, namely with entries given by
operators on `2(Z2),

∆ =


∆1

∆2

. · ˙
∆L−1

∆L

 . (25)

The remaining relations {∆, s1} = 0 = [∆, s2] can be rewritten in terms of s− and s+ defined
in Appendix D, giving

∆ s+ + s−∆ = 0 , ∆ s− + s+ ∆ = 0 . (26)

The first of these relations reads, with the αl given in Appendix D,

(
0 α1C1 · · · αL−2CL−2 αL−1CL−1

)
+


0

α1R1
...

αL−2RL−2

αL−1RL−1

 = 0 .

This implies αj ∆j + αL−j ∆j+1 = 0 for j = 1, . . . , L − 1. Since αj = αL−j =
√
j(L− j), one

also concludes that ∆j+1 = −∆j, so that ∆ = ∆red ⊗ T for some operator ∆red. It can then be
checked that the second equation in (26) does not add any further constraint. 2

Let us point out that the matrix T appearing in Proposition 1 is symmetric if the spin is
integer (L odd), and anti-symmetric if the spin is half-integer (L even). Hence a comparison
with (4) shows that:

−∆red = (∆red)
T , s integer (L odd) ,

+ ∆red = (∆red)
T , s half-integer (L even) .

(27)

Therefore the reduced (spinless) Hamiltonians Hred and H ′red have the same even PHS (7) as H
for integer spin, but in the case of half-integer spin, one has the symmetry

I∗Hred I = −Hred , I =

(
0 −1
1 0

)
,

10



and a similar relation for H ′red. This is referred to as an odd PHS and one then says that the
operator Hred is in the CAZ Class C [AZ]. Furthermore, the unitary equivalence claimed above
is explicitly given by

J∗Hred J = H ′red , J =

(
1 0
0 −1

)
.

Finally let us point out that, by the same argument as in the case without symmetries, the
Fermi-Dirac function of the reduced BdG satisfies

I∗ fβ(Hred) I = 1− fβ(Hred) .

As to examples of SU(2) invariant models, let us consider the case of a spin s = 1
2
. Then

T in Proposition 1 is given by T = 2ı s2. Consequently any pair potential ∆ of the form
∆ = p(V1, V2) ı s2 with a polynomial p(V1, V2) that is a symmetric operator, is SU(2) invariant.
In particular, in the list of Seciton 2.3 the pair potentials ∆s, ∆s∗ , ∆dxy , ∆dx2−y2

and ∆d±ıd lead

to SU(2) invariant BdG Hamiltonians if also h is SU(2) invariant.

2.8 U(1) invariant BdG Hamiltonians

In some models, there is not a full SU(2) rotational invariance, but only an invariance under
spin rotations around one axis. Let us choose coordinates such that the 3-axis is the rotational
axis. In the case of a spin 1

2
the following result was already pointed out in [SRFL].

Proposition 2 Let H be a BdG Hamiltonian with total spin s that satisfies [s3,H] = 0. Then
the first quantized Hamiltonian H decomposes into a direct sum of L reduced Hamiltonians on
`2(Z2)⊗ C2

ph which have no symmetry at all (Class A).

Proof. Other than in the proof of Proposition 1, only the relation j = 3 of (24) holds. The
first commutation relation [s3, h] = 0 implies that h = diag(h1, . . . , hL), while {s3,∆} = 0
implies again (25). As h is diagonal and ∆ is anti-diagonal, one readily deduces the claim.

For each l = 1, . . . , L, the reduced Hamiltonian has the form H
(l)
red =

(
hl ∆l

∆∗l −hl

)
with hl and ∆l

operators on `2(Z2). Since the potentials ∆l are not subjected to additional constraints, the
reduced Hamiltonians Hl do not inherit any symmetry properties, in general. 2

Examples of a U(1) invariant BdG Hamiltonian are given by spin independent h and a
pair potential ∆ = p(V1, V2) s1 with a polynomial p(V1, V2) that is an anti-symmetric operator.
Indeed, s1 anti-commutes with s3. The pair potential ∆p given in Seciton 2.3 is of this form.

2.9 BdG Hamiltonians with TRS

The time reversal operator Θ on the one-particle Hilbert space H = `2(Z2) ⊗ CL is given by
the complex conjugation C (a real structure on H which we also simply denote by an overline
Cψ = ψ) and a rotation R of each spin component by 180 degrees. If C also acts on the spin
degree of freedom, one thus has

(Θψ)n = R ψn , R = eıπs
2

.
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Hence Θ = RC = CR is an anti-unitary operator, namely Θ is anti-linear and satisfies Θ∗Θ =
ΘΘ∗ = 1 where Θ∗ is defined by 〈ψ|Θ∗φ〉 = 〈φ|Θψ〉. Clearly Θ∗ = Θ−1. Moreover, R is
real and one has Θ2 = e2πıs2C2 = (−1)2s and R∗ = (−1)2sR because the spectrum of s2

is {−s,−s + 1, . . . , s}. One calls the time-reversal operator even or odd depending whether
Θ2 = 1 and Θ2 = −1 respectively. Another relation of use below is that the spin transforms
like angular momentum:

Θ−1 sj Θ = − sj , j = 1, 2, 3 . (28)

The next objective is to second quantize Θ to an anti-unitary operator Θ = RC on fermionic
Fock space F . The complex conjugation C is just the complex conjugation on F inherited from
H, while R = ⊕n≥0R

⊗n is the standard second quantization of a unitary. One also has

R = eı π s2 ,

where s2 is the second quantization of the one-particle generator s2 given in (21). Now the
TRS of a second quantized Hamiltonian reads

Θ H Θ−1 = H .

Due to the above, this can also be rewritten as

R H R−1 = H . (29)

Now let us restrict our attention to a BdG Hamiltonian H of the form (5). One checks
R c∗n,lR

−1 =
∑

k Rk,lc
∗
n,k. In the column/row notations of (5), this leads to R c∗R−1 = c∗R =

RT c∗ as well as R cR−1 = R∗c = cR so that

R H R−1 =
1

2

(
c∗ c

)( RhR∗ R∆RT

−R∆RT −RhR∗

)(
c
c∗

)
.

As R = R is real, the TRS (29) is equivalent to (R⊕R)H (R⊕R)∗ = H or to

RhR−1 = h , R∆R−1 = ∆ . (30)

To exploit these equations, it is best to go into the spectral representation of the unitary R. In
the case of even TRS R2 = 1 so that R = Π+ − Π− where Π+ and Π− are the corresponding
orthogonal spectral projections of R. In the case of odd TRS the R = ıΠ+ − ıΠ−. If the
spin is 0, then Π− = 0 and R = 1. In the case of spin 1

2
, one has R = 2ıs2 =

(
0−1
1 0

)
. The

TRS can now be combined with all three cases of BdG Hamiltonians considered above, the one
without symmetries (except for PHS), the one with full SU(2) invariance and the one with U(1)
invariance. As the main focus of this paper is on the BdG operators without TRS (without
and with SU(2) invariance), no further details will be given here.

12



2.10 Resumé on BdG classes and associated physical phenomena

In this section, let us briefly resume the classification of symmetries of BdG operators in the
following table which also contains an outlook on what is to come in the remainder of the
paper. We restrict to systems with half-integer spin. Moreover, we tacitly assume that the
non-interacting part h of the BdG operator is SU(2) invariant.

TRS SU(2) U(1) CAZ PP Invariant Effect

0 0 0 D ∆p±ıp Z TQHE, Maj. States
−1 0 0 DIII ∆′p Z2 Z2 top. ins.
0 1 1 C ∆d±ıd 2Z SQHE

+1 1 1 CI ∆dxy , ∆dx2−y2
0

0 0 1 A ∆p Z SQHE
−1 0 1 AIII ∆px 0

After the column with symmetries follow the CAZ classes, examples of pair potentials (PP)
having the symmetries, the strong invariants associated with them (all in dimension d = 2)
along with the associated physical effects. The strong invariants can also be seen as phase
labels, and will be discussed in detail in Section 4. The final column contains a list of physical
effects linked to these invariants. They will be discussed in the remainder of the paper.

Remark Note that in the case of the SU(2) or U(1) invariance the CAZ class refer to the
symmetry properties of the reduced BdG operators Hred on Hph for the case of odd spin as given
by Propositions 1 and 2, respectively. In the case of the pair potentials ∆dxy or ∆dx2−y2

which

are proportional to s2 in the spin space, the full BdG operator commutes with the operator R
and so the action of the TRS just reduces to complex conjugation. As a consequence, the TRS
acts as an even symmetry on the reduced operator Hred even though the full TRS is odd due
to the half-integer spin. This leads to the CAZ label CI that appears in the table above. The
case of the pair potential ∆px is slightly different. In this case the pair potential is proportional
to s1 with respect to the spin variables and is therefore real under complex conjugation. If also
h is real, the complex part of the TRS commutes with the full BdG operator and the reduced
operator Hred obtained by imposing the U(1) acquires a chiral symmetry. This leads to the
label AIII in the table above. �

3 Observable algebra for homogeneous systems

In this section, we combine the BdG formalism with the algebraic description of disordered
media from [Bel].

3.1 Covariant operators

The two magnetic translations u1 and u2 on the one-particle Hilbert space H = `2(Z2) ⊗ CL

are defined by
(u1ψ)n = ψn−e1 , (u2ψ)n = eıqBX1 ψn−e2 , (31)
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where e1 = (1, 0) and e2 = (0, 1) are the two unit vectors, B is the magnetic field (orbital
and not coupled to the spin) in the 3-direction perpendicular to the system in the Landau
gauge and q is the particle charge, which we suppose to be positive. Because the anti-particles
have negative charge −q, the magnetic translations naturally extend as Uj = uj ⊕ uj to the
particle-hole Hilbert space Hph = H⊗ C2

ph. The commutation relation of these operators is

U1 U2 = Ξ U2 U1 , Ξ =

(
eıqB 0

0 e−ıqB

)
.

The main focus will be on strongly continuous families A = (Aω)ω∈Ω of bounded operators
on Hph indexed by a compact space Ω of disorder or crystaline configurations. This space is
supposed to be compact and furnished with a continuous action τ = (τ1, τ2) of the translation
group Z2. The family A is then supposed to satisfy the covariance relation

UjAωU
−1
j = Aτjω , j = 1, 2 . (32)

The following result shows that a covariant operators breaking charge conservation can only
exists if the magnetic field takes very particular values.

Proposition 3 Let A = (Aω)ω∈Ω be a family of bounded operators on Hph = `2(Z2,C2L) satis-
fying the covariance relation (32). If [A,Q] 6= 0, then qB can only take the values 0, π

2
, π, 3π

2
.

Proof. For sake of notational simplicity, let us restrict to the case where Ω consists of
just one point. Let A =

(
a b
c d

)
with matrix entries acting on `2(Z2,C2L). Then write b =∑

n,n′∈Z2 |n〉 b(n, n′) 〈n′|. The covariance relation for b reads

uj b = b uj , j = 1, 2 , (33)

which implies

b(n+ e1, n
′ + e1) = b(n, n′) , b(n+ e2, n

′ + e2) = e−ı2qB(n1+n′1) b(n, n′)

where n1 + n′1 = (n+ n′) · e1. From these relations one infers

b(n+ e1 + e2, n
′ + e1 + e2) = b(n+ e2, n

′ + e2) = e−ı2qB(n1+n′1) b(n, n′)

as well as

b(n+ e1 + e2, n
′ + e1 + e2) = e−ı2qB(n1+n′1+2) b(n+ e1, n

′ + e1) = e−ı4qBe−ı2qB(n1+n′1) b(n, n′) .

If now b(n, n′) 6= 0 for some n and n′, then indeed e−ı4qB = 1. 2

Remark When qB = 0 (zero magnetic field) or qB = π (half flux), one has uj = uj for both
j = 1, 2 hence the conditions (33) become the usual covariant relations for ujbu

∗
j = b which are

verified by any b in the commutant C∗(u1, u2)′ of the C∗-algebra generated by u1 and u2. This
(von Neumann) algebra is non trivial. In fact, it contains the C∗-algebra generated by the shift
operators V1 and V2 introduced in Section 2.3. �
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The idea in the following is to consider A(ω, n) = 〈0|Aω|n〉 as matrix-valued symbols
for covariant operator families and to construct a C∗-algebra out of these symbols, given by
an adequate twisted crossed product [Bel]. First one endows the topological vector space
Cc(Ω×Z2,Mat(2L,C)) of continuous functions with compact support on Ω×Z2 and values in
Mat(2L,C) with a ∗-algebra structure:

AB(ω, n) =
∑
m∈Z2

A(ω,m)B(τ−mω, n−m) Ξn1−m1 , A∗(ω, n) = A(τ−nω,−n)∗ , (34)

where the last ∗ denotes the adjoint matrix, n1 − m1 = (n − m) · e1 and τn = τn1
1 τn2

2 . Here
Mat(2L,C) = Mat(L,C)⊗Mat(2,C) consists of L×L matrices acting on the spin components
tensorized with 2 × 2 matrices in the particle hole space. For ω ∈ Ω, a representation of this
∗-algebra on Hph is given by(

πω(A)ψ
)
n

=
∑
m∈Z2

A(τ−nω,m− n) Ξn1−m1ψm , ψ ∈ Hph . (35)

In the following, we will again simply write Aω = πω(A). Then (32) can also be seen as a
relation between different representations πω. Furthermore, these representations are strongly
continuous in ω. Now ‖A‖ = supω∈Ω ‖Aω‖ defines a C∗-norm on Cc(Ω × Z2,Mat(2L,C))
and the observable C∗-algebra A = C(Ω) o Z2 ⊗Mat(2L,C) is defined as the completion of
Cc(Ω× Z2,Mat(2L,C)) under this norm. It is also convenient to view A as 2× 2 matrices (on
the particle-hole space C2

ph) with entries given by spinfull covariant operators. This corresponds
to writing the algebra as A = C(Ω) o Z2 ⊗Mat(L,C)⊗Mat(2,C).

3.2 Derivations on A
On the C∗-algebra A exists a 2-parameter group k ∈ T2 7→ ρk of ∗-automorphisms defined by

(ρkA)(ω, n) = e−ık·nA(ω, n) ,

where k · n = k1n1 + k2n2, namely ρk is linear and satisfies ρk(AB) = ρk(A)ρk(B), ρk(A
∗) =

ρk(A)∗ and the group property ρkρk′ = ρk+k′ . As every ∗-automorphism, ρk also conserves the
C∗-norm. Its generators ∇ = (∇1,∇2) are unbounded, but closed ∗-derivations with domain
C1(A). They satisfy the Leibniz rule

∇(AB) = (∇A)B + A(∇B) , A,B ∈ C1(A) .

Explicitly the generators are given by

∇jA(ω, n) = − ı nj A(ω, n) , A ∈ C1(A) . (36)

Let us write out the connection with the position operator X = (X1, X2) on the one-particle
Hilbert space H = `2(Z2)⊗ CL which as usual is defined by

(Xjψ)n = njψn , ψ = (ψn)n∈Z2 ∈ H .
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Then its extension to Hph = H⊗ C2
ph is by definition X ⊗ 12. With this definition, one has

(∇jA)ω = ı[Aω, Xj ⊗ 12] . (37)

Let us point out that Xj ⊗ 12 is not the BdG operator associated to Xj which would be
Xj ⊗Q = Xj ⊕ (−Xj). Of course, (37) can also be written as ∇A = ı[A,X].

3.3 The trace per unit volume on A
Given a τ -invariant probability measure P on Ω, a positive trace T on A (and each A) is defined
by

T (A) =

∫
Ω

P(dω) Tr
(
A(ω, 0)

)
= EP Tr

(
A(ω, 0)

)
. (38)

The following is readily verified.

Lemma 1 T is a linear functional defined on all of A and satisfies

(i) (normalization) T (1) = 2L

(ii) (positivity) T (A∗A) ≥ 0 and T (A∗) = T (A)

(iii) (cyclicity) T (AB) = T (BA)

(iv) (norm bound ) T (|AB|) ≤ ‖A‖ T (|B|) where |B| = (B∗B)
1
2

(v) (invariance) T (∇A) = 0 for A ∈ C1(A)

(vi) (partial integration) T (A∇B) = −T (∇AB) for A,B ∈ C1(A)

If P is in addition ergodic, then Birkhoff’s ergodic theorem implies that for any increasing
sequence (Λl)l∈N of cubes centered at the origin

T (A) = EP Tr
(
〈0|Aω|0〉

)
= lim
|Λ|→∞

1

|Λ|
∑

n∈Λ∩Z2

Tr
(
〈n|Aω|n〉

)
, (39)

for P-almost all ω ∈ Ω. This shows that T is the trace per unit volume.

3.4 Sub-algebra of operators with charge conservation

An operator on the BdG Hilbert space has charge conservation if and only if it commutes
with the charge operator Q. As already pointed out in Section 2.6 this simply means that the
operator is diagonal. The subalgebra of A of such operators is denoted by AQ. On it acts the
charge derivation defined by

∇QA = ı[A,X]Q = ı[A,XQ] .

Of course, there is little mathematical and physical content in all this, as BdG systems with
charge conservation can simply be described by the Hamiltonian on the one-particle Hilbert
space H = `2(Z2,CL). In fact, this short section was merely inserted to stress the similarities
with U(1)-invariant systems treated next.
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3.5 U(1) invariant sub-algebra and spin derivations

As in Section 2.8, the U(1) invariance is taken w.r.t. rotations around the 3-axis. Thus AU(1)

is defined as the subset of operators in A for which the commutation relation j = 3 in (23)
holds. As s3 and thus S3 defined in (22) is symmetric, this definition can be written as

AU(1) =
{
A ∈ A : [A, S3] = 0

}
.

This implies that AU(1) is a ∗-subalgebra of A. The same proof as in Propositions 1 and 2 leads
to the following result.

Proposition 4 The algebra AU(1) ⊂ A has the representation

AU(1) =

{(
a b
c d

)
: a, d diagonal and b, c cross-diagonal in spin degree of freedom

}
.

Here the 2 × 2 matrix is in the particle-hole space and the entries are covariant operators
a, b, c, d ∈ C(Ω) o Z2 ⊗Mat(L,C).

Next let us set C1(AU(1)) = C1(A)∩AU(1). For A ∈ C1(AU(1)) one can now define the spin
derivation (along the 3-direction of the spin)

∇S3

A = ∇A S3 = S3 ∇A .

Note that this is indeed a ∗-derivation on AU(1). In the representation one has

(∇S3

A)ω = ı[Aω, X S3] = ı[Aω, X ⊗ 1L ⊗ 12] S3 . (40)

This follows from the decomposition X S3 = (X ⊗ 12) S3 and the fact that A commutes with
S3.

3.6 SU(2) invariant sub-algebra

Also the definition of SU(2)-invariant operators is motivated by the corresponding invariance
of BdG operators given in Section 2.7:

ASU(2) =
{
A ∈ A : [A, S1] = [A, S2] = 0 , [A, S3] = 0

}
.

This is a ∗-subalgebra of A. Following the argument of Proposition 1 leads to

Proposition 5 The algebra ASU(2) ⊂ A has the representation

ASU(2) =

{(
a⊗ 1L b⊗ T
c⊗ T d⊗ 1L

)
: a, b, c, d ∈ C(Ω) o Z2

}
,

where T is the L× L cross-diagonal matrix introduce in Section 2.7.

The algebra ASU(2) is invariant under functional calculus, namely if A = A∗ ∈ ASU(2) and

f : R → C, then f(A) ∈ ASU(2). Let us point out that ∇S3
A is well-defined for A ∈ ASU(2) ⊂

AU(1), but it is not true that ∇S3
A ∈ ASU(2).
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4 Topological invariants of BdG Hamiltonians

In this section, we explain how to calculate the invariants listed in the table in Section 2.10.
These numbers are all topological invariants that do not change as one changes the Hamiltonian
or the chemical potential, provided that the mobility gap does not close and the stated symme-
tries are conserved. Hence they can be considered as labels for different phases of the systems.
The physical phenomena associated to these invariants will be discussed in the remainder of
the paper.

The main invariant is the (two-dimensional, sometimes also called first) Chern number of
the BdG Fermi projection P = χ(H ≤ 0) defined by (see [BES, PS], also [ASS])

Ch(P ) = 2πı T (P [∇1P,∇2P ]) .

It is well-defined as long as there is dynamical localization at the Fermi level, namely the bound

T
(
|∇P |2

)
< ∞ (41)

holds. One particular case of this is, of course, that H has a spectral gap at 0. A proof of
(41) for random BdG Hamiltonians with closed central is an interesting problem which, to our
knowledge, has not been dealt with. The techniques of [GM, DDS] only cover band edges of H,
but not E = 0 for a closed bulk gap. Under the localization condition (41), there is an index
theorem [BES, PS] linking the Chern number to the Noether index of a Fredholm operator

Ch(P ) = Ind(PωFPω) ,

where F = (X1 + ıX2)|X1 + ıX2|−1 is the so-called Dirac phase. The r.h.s. is actually a
random integer number, but for a homogeneous Hamiltonian it is known to be P-almost surely
constant. Thus Ch(P ) ∈ Z, giving the entry in the table for Class D. As to the Class DIII,
the Z2 index appearing in the table in Section 2.10 can be obtained as the parity of the kernel
dimension of the Fredholm operator PωFPω, see [GS]. In this paper, we will not further discuss
the physics associated to a non-trivial value of this Z2 invariant, but rather focus on the integer
valued invariants which will be directly linked to response coefficients. Let us now analyze the
properties of Ch(P ) whenever the Hamiltonian has supplementary symmetries corresponding
to other cases in the table.

Proposition 6 Let H = diag(h−µ,−h+µ) be a BdG Hamiltonian having charge conservation.
Then

Ch(P ) = 2 Ch(p) ,

where p = χ(h ≤ µ) is the Fermi projection of the particle sector only.

Proof: As P = p⊕ (1− p) and the Chern number is additive the identity

Ch(1− p) = − Ch(p) = Ch(p) ,

implies the result. 2

The following proposition is obtained in a similar manner.
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Proposition 7 Let H be BdG Hamiltonian with spin s = L−1
2

and U(1) invariance. Then

Ch(P ) =
L∑
l=1

Ch(Pl) ,

where Pl = χ(H
(l)
red ≤ 0) is the Fermi projection of the reduced Hamiltonian H

(l)
red appearing in

the decomposition H =
⊕L

l=1H
(l)
red given in Proposition 2.

Proposition 8 Let H be a BdG Hamiltonian with half-integer spin s = L−1
2

and SU(2) invari-
ance. Then

Ch(P ) = L Ch(Pred) ,

where Pred = χ(Hred) is the Fermi projection of the reduced Hamiltonian Hred as given in Propo-
sition 1, with σ = 1. Moreover, Ch(Pred) ∈ 2Z so that Ch(P ) ∈ 2LZ.

Proof: By Proposition 1, P = ⊕l=1,...,L
2
Pred ⊕ P ′red where P ′red = χ(H ′red) is the Fermi projection

of the second reduced Hamiltonian. As both of them are unitarily equivalent by a local unitary,
Ch(P ′red) = Ch(Pred). This implies the first claim. The second one follows from the odd PHS of
Hred, see [DS] or [GS]. 2

Proposition 9 Let H be an BdG Hamiltonian which also has TRS. Then Ch(P ) = 0.

Proof. The TRS of H implies that (R⊕R)P (R⊕R)∗ = P , see Section 2.9. As T is unitarily
invariant under R⊕R, one deduces Ch(P ) = −Ch(P ) = −Ch(P ). 2

To conclude this section, let us cite (e.g. from [DDS]) some examples with non-trivial Chern
numbers by referring to the list in Section 2.3. For the p± ıp wave superconductor, the Chern
number Ch(P ) is equal to ±1 or 0, pending on the values of µ and δ. This is considered to be
the most elementary Class D model with a non-trivial invariant and actually, written in Fourier
space, the projection P is essentially the Bott projection. A non-trivial example for Class C
is the d± ıd wave superconductor. The Chern number of the reduced Fermi projection Pred of
Proposition 8 is equal to ±2 or 0, again with values depending on µ and δ.

5 Hall conductance and BBC for BdG Hamiltonians

This section transposes the main facts on the BBC for two-dimensional systems of independent
fermions, in the form proved in [KRS, PS], to the framework of BdG Hamiltonians H on the
Hilbert space `2(Z2,C2L). In the bulk, this will involve the Hall matter currents resulting from
a gravitational field and on the boundary simply the persistent matter currents. Both effects
are connected by the BBC. While this are possibly merely theoretical developments with no
experimental implications, they serve as mathematical preparation for the following sections.
We will assume to be in the framework of homogeneous operators described in Section 3, hence
H ∈ A.
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Let us begin by deriving the Kubo formula for the Hall matter currents by applying the
general strategy outlined in Appendix B. The matter current operator is, according to Ap-
pendix A.3, given by

J = ı[H,X] = ∇H .

By a standard Fourier argument [BES, PS], there is no current when the system is in a Fermi-
Dirac state:

T
(
fβ(H)∇H

)
= 0 . (42)

Now let us add a perturbation by a linearly growing gravitational field. Hence, in the notation
of Appendix B, the perturbation is λP with coupling constant λ and P = X2 acting on Hph.
The current operator in Appendix B is ∇1H. By (42), the current at equilibrium vanishes. In
conclusion, all the hypothesis of Appendix B are satisfied and the Kubo formula for the matter
Hall conductance is given by

σ(β, δ) =
1

2
T
(
∇2fβ(H) (δ + LH)−1(∇1H)

)
. (43)

The focus is now on the zero temperature case β = ∞ for which f∞(H) = χ(H ≤ 0) = P is
the BdG Fermi projection (the dependence of H and P on µ as given in (6) is suppressed).
The exchange of the limits δ → 0 and β →∞ on the Kubo formula (43) can be analyzed as in
[BES] and [ST, Theorem 3], provided that the density of states has no atom at the Fermi level
E = 0 and that the following localization condition (41) holds for the BdG Fermi projection P .

Theorem 1 Let H be a BdG Hamiltonian. Suppose that the localization condition (41) holds
and that H has no infinitely degenerate eigenvalue at E = 0. Then the Kubo-Chern formula
for the matter Hall conductance at zero temperature holds:

σ =
1

2
ı T
(
P [∇1P,∇2P ]

)
=

1

2

1

2π
Ch(P ) . (44)

Suppose that I ⊂ R is an interval such that the localization condition (41) holds for all P = Pµ
with µ ∈ I and that the DOS has no atoms in I. Then the matter Hall conductance µ ∈ I 7→
σ(µ) is constant and takes values in the set 1

4π
Z.

Proof. At zero temperature, the matter Hall conductance (43) is given by

σ = lim
δ↓0

1

2
T
(
∇2P (δ + LH)−1(∇1H)

)
.

Now
∇2P = P ∇2P (1− P ) + (1− P )∇2P P ,

and, due to the detailed proof in [ST, Theorem 3],

lim
δ↓0

P (δ + LH)−1(∇1H) (1− P ) = ı P ∇1P (1− P ) ,

lim
δ↓0

(1− P ) (δ + LH)−1(∇1H)P = − ı (1− P )∇1P P .
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This implies the first claim. The second one holds because the techniques of [BES] transpose
directly to the present situation. 2

Next let us introduce and study the matter currents in a half-space. The half-space Hamil-
tonian Ĥ is given, for simplicity, just by the restriction of H to the halfspace `2(Z× N)⊗ C2L

(Dirichlet boundary conditions, but actually all the below is valid for any local boundary
condition [KRS, PS]). The observable for matter edge currents along the boundary is the 1-

component Ĵ1 = ı[Ĥ,X1] of the half-space matter current operator. Let g(Ĥ) be a density
matrix defined by spectral calculus from a real-valued, smooth and even function g on R with∫
dE g(E) = 1. We suppose that supp(g)∩ σ(H) = ∅, notably that g is supported by a central

(bulk) gap of H. In this situation the edge current ̂(g) of state g(Ĥ) is defined by

̂(g) = − 1

2
T̂
(
g(Ĥ) Ĵ1

)
= − 1

2
T̂
(
g(Ĥ)∇1Ĥ

)
, (45)

where T̂ = T1 Tr2 is the trace per unit volume in the 1-direction along the boundary and Tr2

the usual trace in the 2-direction perpendicular to the boundary. For any operator family
Â = (Âω)ω∈Ω on `2(Z× N)⊗ C2L which is homogeneous in the 1-direction, it is more formally
defined by

T̂ (Â) = EP
∑
n2≥0

Tr 〈0, n2|Âω|0, n2〉 . (46)

This defines a bona fide trace on the Toeplitz extension of A which contains the half-space
restrictions of homogeneous operators [KRS, PS]. As is obvious from this definition, not all

operators Â are traceclass w.r.t. T̂ due to the sum over n2. Thus one has to prove that (45)
actually makes sense for adequate functions g. This is part of the result below. Let us also add
that the factor 1

2
in (45) stems from (20). Furthermore, the sign can heuristically be explained

as follows. The confinement to a half-space can be seen as gravitational potential which is
infinite for negative x2. This leads to a potential drop instead of a potential raise in the linear
response theory above. To obtain a relation between the responses (induced currents) not
containing a sign, one should add the sign in (45).

Theorem 2 ([KRS, PS], see also [EG, BCR, MT]) Let ∆ be a (bulk) gap of the (almost sure)
spectrum of H ∈ C1(A). Then for any positive smooth function g with supp(g) ⊂ ∆ and∫
dE g(E) = 1, the operator g(Ĥ) is T̂ -traceclass and one has

̂(g) =
1

2

1

2π
ı T̂ ((U(g)∗ − 1)∇1U(g)) , (47)

namely it is 1
4π

times the non-commutative winding number of

Ûω(g) = exp
(
− 2 π ıG(Ĥω)

)
,

where G(E) =
∫ E
−∞ dE

′ g(E ′). This winding number is also equal to the P-almost sure index of

the Fredholm operator Π∗1Ûω(g)∗Π1 where Π1 is the embedding of the quarter plane Hilbert space
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`2(N × N) ⊗ C2L into `2(Z × N) ⊗ C2L. This integer is independent of the choice of boundary
conditions and of the choice of the function g. The BBC now states that this integer is also
linked to the bulk invariant:

̂(g) =
1

2

1

2π
Ch(P ) . (48)

One of the claims of the theorem states that ̂(g) is independent of the detailed choice of
the even smooth function g. Hence we also call ̂(g) the edge Hall conductance and simply
denote it by σ̂. Then Theorem 2 implies σ̂ = σ. The reader may on first sight be irritated by
the factors 1

2
in (47) and (48), but this will be further elucidated below. For a final comment,

let g converge to 1
|∆|χ∆ where ∆ = [−δ, δ] is an interval lying in the central gap of H. Then

the formula (48) becomes

− 1

2
T̂
(
χ∆(Ĥ)∇1Ĥ

)
= |∆| 1

2

1

2π
Ch(P ) = |∆| σ . (49)

This directly leads to a physical interpretation described in the next section.

6 Bulk and boundary under charge conservation

According to Section 2.6, a BdG Hamiltonian has charge conservation if and only if H =
diag(h − µ,−h + µ). Then P = diag(p,1 − p) where p = χ(h ≤ µ) and by Proposition 6
one has Ch(P ) = 2 Ch(p). The physical effect associated with this invariant is the (electrical)
Hall conductance and its topological quantization is precisely the quantum Hall effect, e.g.
[BES] for a mathematical description in the spirit of the present work. Let us briefly describe
within the BdG formalism how to obtain the connection between Hall conductance and Chern
number. The electron system is submitted to a constant electric field leading to a perturbation
P = λX2Q in the linear response theory as described in Appendix B where λ = q E contains
the particle charge q and the electric field E . One then measures the charge current J Q

1 =
∇1H Q = ∇Q

1 H in the 1-direction. By the same argument as in Section 5 (and in [BES]) the
Kubo formula leads to a zero temperature response coefficient

σQ =
1

2
ı T
(
P [∇Q

1 P,∇
Q
2 P ]

)
.

Now T is invariant under Q and by charge conservation [P,Q] = 0. As Q2 = 1, the two factors
Q therefore cancel out and one obtains the well-known formula with a factor 1

2
:

σQ =
1

2

1

2π
Ch(P ) =

1

2π
Ch(p) .

This result is consistent with the fact under the charge conservation the BdG formalism is just
a rewriting of the theory for the single electron Hamiltonian h− µ.

Next let us study the electric boundary currents. Comparing with (45), one may be tempted

to consider −1
2
T̂
(
g(Ĥ) ĴQ,1

)
, but this quantity actually vanishes. Actually, as the system has

22



charge conservation, the charge currents coincide with the matter boundary currents as defined
in (45), namely one has to consider −1

2
T̂
(
g(Ĥ)Q ĴQ,1

)
and the two factors Q cancel out as in

the bulk theory. They are calculated from the half-space Hamiltonian Ĥ = diag(ĥ−µ,−ĥ+µ)
and thus satisfy

̂Q(g) = − 1

2

(
T̂
(
g(ĥ− µ)∇1ĥ

)
+ T̂

(
g(−ĥ+ µ)∇1(−ĥ)

))
= − T̂

(
g(ĥ− µ)∇1ĥ

)
.

Hence (48) simply becomes

− T̂
(
g(ĥ− µ)∇1ĥ

)
=

1

2π
Ch(p) ,

and (49)

− T̂
(
χ∆(ĥ− µ)∇1ĥ

)
= |∆| 1

2π
Ch(p) . (50)

As a preparation for the thermal edge currents discussed in Section 8, let us give some further
physical intuition on (50) and thus the main result of Theorem 2, by following [SKR]. This
will also explain why it is reasonable to call the mathematical object ̂Q(g) the edge Hall

conductance σ̂Q, see [SKR, KRS]. For this purpose, let us write χ∆(ĥ − µ) = p̂+ − p̂− where

p̂± = χ(ĥ ≤ µ±) are the Fermi projections associated to µ± = µ ± δ where ∆ = [−δ, δ]. One
obtains formally

T̂
(
p̂−∇1ĥ

)
− T̂

(
p̂+∇1ĥ

)
= (µ+ − µ−)

1

2π
Ch(p) . (51)

This is mathematically not sound because neither p̂+ nor p̂− is traceclass w.r.t. T̂ , but only the
difference is (for ∆ lying in a gap of H). On the other hand, now the following interpretation
becomes apparent. Suppose we consider a Hall bar which has two different chemical potentials
µ+ and µ− at the upper and lower edge of the bar. Then the first term on the l.h.s. of (51) is
the chiral edge current flowing along the lower edge of a sample, and the second contribution
stems from the opposite upper edge where the chiral current flows in the opposite direction,
thus leading to a different sign. Calculating these two contributions separately assumes that
there is no tunnel effect from upper to lower edge. Resuming, the l.h.s. of (51) is the total
current flowing along the two edges of the system. This current is, according to (51), equal to
the potential difference µ+ − µ− times the bulk Hall conductivity σ = 1

2π
Ch(p).

7 Spin quantum Hall effect

In the spin Hall effect, one measures one component of the spin current in a direction trans-
verse to the gradient of a constantly growing magnetic Zeeman field. For this to make sense,
this component of the spin needs to be conserved. We choose it to be the 3-component and
assume throughout this section that the BdG Hamiltonian H satisfies the conservation prop-
erty [H,S3] = 0, which is also called a U(1) invariance, see Section 3.5. This conservation law
replaces the charge conservation in the conventional (electrical) Hall effect discussed in Sec-
tion 6. Thus there are a several similarities, and in a sense made more precise below the spin
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quantum Hall effect is merely a direct sum of several quantum Hall effects. In particular, we
will derive a Kubo formula for the spin Hall effect and show that it is a topological quantity at
zero temperature and in presence of a mobility gap, namely it is connected to Chern numbers.
For the special case of an SU(2) invariance, one, moreover, knows that the Chern number is
even. Furthermore, we also provide a purely quantum mechanical calculation of the spin edge
currents in presence of a bulk gap. There are numerous physics papers on the spin quantum
Hall effect. One of the first ones is [SMF] which considered the SU(2) invariant singlet d ± ıd
superconductors. A corresponding network model is studied in [GLR].

Let us begin by deriving the Kubo formula by applying once again the general strategy
outlined in Appendix B. The spin current operator for the 3-component is, according to Ap-
pendix A.5, given by

JS3 = ı[X,H]S3 = ı[XS3, H] = ∇S3

H .

At equilibrium there is no spin current, namely T
(
fβ(H)∇S3

H
)

= 0. Now let us add a
perturbation by a linearly growing magnetic field B3 (say growing in the spacial direction 2)
which is only coupled to the spin degree of freedom (Zeeman field). Hence, in the notation of
Appendix B, the perturbation is λP with coupling constant λ = B3 and P = X2S

3 acting on
Hph. Note that LP = ∇S3

2 is indeed the generator of an automorphism group on AU(1), and
thus by a Dyson series argument the time-evolution LH + λLP is well-defined on AU(1). One is

interested in calculating the 3-component of the spin current in the 1-direction, namely ∇S3

1 H.
As the spin current at equilibrium vanishes, all the hypothesis of Appendix B are satisfied and
the Kubo formula for the spin Hall conductance is given by

σS3(β, δ) =
1

2
T
(
∇S3

2 fβ(H) (δ + LH)−1(∇S3

1 H)
)
. (52)

Now the β →∞ and δ → 0 limits can be dealt with just as in Section 5.

Theorem 3 Let H be an U(1) invariant BdG Hamiltonian. Suppose that the localization
condition (41) holds and that H has no infinitely degenerate eigenvalue at E = 0. Then the
Kubo-Chern formula for the spin Hall conductance at zero temperature holds:

σS3 =
1

2
ı T
(
P [∇S3

1 P,∇S3

2 P ]
)
. (53)

Furthermore, in terms of the Chern numbers Ch(Pl) described in Proposition 7,

σS3 =
1

16π

L∑
l=1

(L+ 1− 2l)2 Ch(Pl) .

In particular, σS3 ∈ 1
16π

Z. If H has SU(2) invariance, then

σS3 =
L(L2 − 1)

48π
Ch(Pred) ,

with Ch(Pred) ∈ 2Z. Thus for spin s = 1
2
, one has σS3 ∈ 1

4π
Z.
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Proof. The derivation of (53) follows the arguments of Theorem 1. For the second identity,
one proceeds as in Proposition 7, based on Proposition 2, by invoking Appendix D for the
calculation of (S3)2. Finally, when H has SU(2) invariance, then Ch(Pl) = Ch(Pred) ∈ 2Z by
the proof of Proposition 8. Carrying out the sum over l implies the result. 2

Also the local constancy of σS3 under variation of the chemical potential can be stated and
proved exactly as in Theorem 1, but this is not spelled out here. Similarly, as for the charge
boundary currents, the spin boundary currents are now defined by

̂S3(g) = − 1

2
T̂
(
g(Ĥ)S3 ĴS3

)
.

Due to the U(1) invariance, this becomes

̂S3(g) = − 1

2
T̂
(
g(Ĥ)(S3)2 Ĵ

)
.

Now one can go into the eigenbasis of (S3)2 and use the BBC in each of its eigenspaces. Then
combining this with the result of Theorem 3, one obtains

̂S3(g) = σS3 ,

which can again be interpreted as the equality of edge spin conductance σ̂S3 with the bulk spin
conductance σS3 .

8 Thermal quantum Hall effect

When a system is submitted to a temperature gradient, often modeled by a gravitational field
[Lut], it may result in a heat current in a transverse direction. This phenomenon is called
the thermal Hall effect, sometimes also Leduc-Righi effect, and it can be dealt with a refined
version of the linear response theory [Lut, SSt, OS, CHR, QNS]. Quantization of (tempera-
ture coefficient of) the thermal Hall conductance for two-dimensional BdG Hamiltonians has
been shown in several works [SF, VMT, Vis, SuF]. The derivation of the Kubo formula for
the thermal Hall conductance κ(β) given in [SSt, VMT, QNS, SuF] is, in our opinion, not
mathematical sound in a tight-binding framework and is subject to further examinations. On
the other hand, we believe in the validity of the result and thus use it as the starting point for
the connection with topological invariants. In the formalism of the present paper, the Kubo
formula of [SSt, VMT, SuF] reads

κ(β) = − 1

2
β

∫
R
dE E2 f ′β(E) ı T

(
PE[∇1PE,∇2PE]

)
,

where PE = χ(H ≤ E). At low temperature, the main contribution to the integral comes from
small values of E for which 2πı T

(
PE[∇1PE,∇2PE]

)
= Ch(PE) is constant and equal to Ch(P )

by Theorem 1. Using the (weak form of the) Sommerfeld expansion

f ′β(E) = − δ(E) − π2

6
T 2 δ′′(E) + O(T 4) , (54)
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one therefore deduces
κ(β) ≈ π

12
T Ch(P ) . (55)

Let us stress that this holds for all two-dimensional BdG Hamiltonians with a mobility gap,
in particular, also for systems with conserved charge (CAZ Class A). For these latter systems,
Proposition 6 then shows Ch(P ) = 2 Ch(p) so that κ(β) ≈ π

6
T Ch(p). Furthermore, there is

then also an associated Wiedemann-Franz law for the quotient of thermal and electric Hall
conductivities:

κ(β)

σQ
=

π2

3
T .

Let us now analyze the associated thermal boundary currents. A brief discussion of these
currents can be found in [Kit], and an effective field theoretic description in [SYN, NRN].
To deduce the formula for the thermal edge current density, let us adapt (51). According to

Appendix A.6, the heat current operator is 1
2
ı[Ĥ2, X1] = 1

2
∇1Ĥ

2. Instead of two different local
chemical potentials µ+ and µ−, one now rather has two different local temperatures β+ and β−.
For sake of simplicity, we will set β− =∞ and thus we have β+ = β = 1

T
as the only parameter.

The net thermal edge current density is then

̂H(β) = − 1

2
T̂
(
fβ(Ĥ)

1

2
∇1Ĥ

2
)

+
1

2
T̂
(
f∞(Ĥ)

1

2
∇1Ĥ

2
)

(56)

= − 1

2
T̂
(
(fβ(Ĥ)− f∞(Ĥ))

1

2
∇1Ĥ

2
)
. (57)

= − 1

2
T̂
(
Ĥ (fβ(Ĥ)− f∞(Ĥ))∇1Ĥ

)
. (58)

Clearly, neither of the terms on the r.h.s. of (56) is traceclass w.r.t. T̂ , so that the passage to

(57) is formal. However, even in (57) the operator difference fβ(Ĥ) − f∞(Ĥ) is not traceclass

w.r.t. T̂ as the function E 7→ fβ(E) − f∞(E) is not supported in a bulk gap (for the electric
current, this difficulty did not arise as one could take β = ∞). On the other hand, this
function is exponentially small for E outside and µ inside of a bulk gap (for low temperatures).
Hence, for an analysis of the low temperature behavior, it is reasonable to introduce a cut-off,
restricting the support of the function to a bulk gap. Taking also into account the factor Ĥ in
(58), we therefore set

gβ(E) = E(fβ(E)− f∞(E))ρ(E) ,

where E 7→ ρ(E) ∈ [0, 1] is a smooth even function supported in the bulk gap and which is equal
to 1 in some open interval containing E = 0. Neglecting the terms which are exponentially
small at low temperature, the thermal edge current density is now

̂H(β) = − 1

2
T̂
(
gβ(Ĥ)∇1Ĥ

)
. (59)

This formula is mathematically well-defined as gβ(Ĥ) is traceclass w.r.t. T̂ [PS]. Furthermore,
one has gβ(E) = gβ(−E) ≥ 0 and∫

R
gβ(E) dE = 2

∫ ∞
0

gβ(E) dE ≈ 2

∫ ∞
0

E fβ(E) dE =
2

β2

∫ ∞
0

x dx

ex + 1
=

π2

6
T 2 ,
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where the exponentially small terms were neglected. Using this normalization factor to nor-
malize the function gβ, it follows from Theorem 2 that

̂H(β) ≈ π

24
T 2 Ch(P ) ,

up to corrections which are exponentially small. The thermal edge conductance κ̂(β) can now
be defined as the temperature derivative of the thermal boundary currents:

κ̂(β) =
π

12
T Ch(P ) . (60)

Compairing with (55), this equation establishes the BBC for the thermal currents.

9 Thermo-electric Hall effect

For sake of completeness, let us also mention the thermo-electric Ettingshausen-Nernst effect
even though there is no non-trivial quantum Hall regime for it. One imposes an external electric
field (as in Section 6) and then measures the transverse thermal current (as in Section 8). By
the Onsager relations, one can alternatively look at electric currents as a reaction to a thermal
gradient, which is called the Seebeck Hall effect. Again these effects require charge conservation,
which is hence imposed here. The derivation of the Kubo formula for perturbation P = λX1Q
and measured current 1

2
∇2H

2 is somewhat delicate, just as for the thermal Hall conductance.
The result for the linear response coefficient is [SSt]:

α(β) =
1

2
β

∫
R
dE E f ′β(E) ı T

(
PE[∇1PE,∇2PE]

)
,

Again by Theorem 1, T
(
PE[∇1PE,∇2PE]

)
is locally constant and therefore (54) implies that

α(β) vanishes up to terms of order T 3. Actually it vanishes to all orders as f ′β is an odd
function. To derive a formula for the corresponding boundary currents, one proceeds as in
Section 6 imposing two different chemical potentials µ± = µ± δ on the two boundaries of the
sample. At zero temperature, one is thus led to consider

T̂
(

(p̂− − p̂+)
1

2
∇1(ĥ− µ)2

)
= T̂

(
(p̂− − p̂+) (ĥ− µ)∇1ĥ

)
.

This latter expression vanishes because E 7→ χ[µ−δ,µ+δ](E)(E − µ) has vanishing integral. This
again establishes a BBC, albeit for vanishing quantities.

A Conservation equations and currents

The object of this appendix is to derive the current operators corresponding to conserved
quantities of the Hamiltonian, with a focus on matter, charge, heat and spin current. The basic
idea is to transpose the well-known strategy to establish a continuity equation. For thermal
and thermoelectric effects, this is, for example, carried out for continuum models in [SSt].
Moreover, continuum BdG Hamiltonians are considered in [VMT]. This appendix resulted
from the apparent lack of a corresponding treatment for lattice operators.
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A.1 Local densities

Let us consider one-particle discrete models on `2(Zd)⊗ CL ⊗ C2
ph where the fiber CL = C2s+1

describes a spin s particle and the fiber C2
ph take into account the particle-hole symmetry (for

sake of notational simplicity, no further internal degrees of freedom are included). As a basis
of the Hilbert space, we choose the common eigenbasis |n, l, η〉 of the position, spin and charge
operators just as in Sections 2 and 3 , namely

X |n, l, η〉 = n |n, l, η〉 , S3 |n, l, η〉 = l η |n, l, η〉 , Q |n, l, η〉 = η |n, l, η〉 ,

for n ∈ Zd, l ∈ {−s,−s+ 1, . . . , s− 1, s} and η ∈ {−1, 1}. One can expand any operator A on
this basis:

A =
∑

n,n′∈Zd

s∑
l,l′=−s

∑
η,η′=±1

Aη,η
′

l,l′ (n, n′) |n, l, η〉〈n′, l′, η′| , Aη,η
′

l,l′ (n, n′) ∈ C .

It is convenient to introduce the set of matrices A(n, n′) = (Aη,η
′

l,l′ (n, n′)) ∈ Mat(C2L) for all

n, n′ ∈ Zd. With this notation, the selfadjointness of A is equivalent to A(n, n′) = A(n′, n)∗ for
all n, n′ ∈ Zd. In the following we will use often the short notation

|n〉 A(n, n′) 〈n′| =
s∑

l,l′=−s

∑
η,η′=±1

Aη,η
′

l,l′ (n, n′) |n, l, η〉〈n′, l′, η′| .

We need to express any such operator in terms of local quantities. For this purpose let us
introduce the on-site projection

ρ(n) = |n〉〈n| =
s∑

l=−s

∑
η=±1

|n, l, η〉〈n, l, η| . (61)

Definition 1 (Local density) Given a bounded operator A on `2(Zd)⊗CL⊗C2
ph one defines

its related local density by

ρA(n) =
1

2
{A, ρ(n)} =

1

2

∑
n′∈Zd

[
|n〉 A(n, n′) 〈n′|+ |n′〉 A(n′, n) 〈n|

]
, n ∈ Zd . (62)

Therefore the local density ρA is an operator-valued map from Zd into the bounded operators on
`2(Zd)⊗ CL ⊗ C2

ph.

The on-site projection (61) is hence the local density of the identity operator

ρ(n) =
1

2
{1, ρ(n)} .

For this reason we refer to ρ as the local matter density. Next the local charge density is

ρQ(n) =
1

2
{Q, ρ(n)} = Qρ(n) = ρ(n)Q .
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The local spin density for a BdG operator is defined by

ρS3(n) =
1

2
{S3, ρ(n)} = S3ρ(n) = ρ(n)S3 .

Finally, given a (selfadjoint bounded) Hamiltonian H =
∑

n,n′∈Zd |n〉 H(n, n′) 〈n′| which
induces the dynamics of the system, one defines the associated local energy density

ρH(n) =
1

2
{H, ρ(n)} =

1

2

∑
n′∈Zd

[
|n〉 H(n, n′) 〈n′|+ |n′〉 H(n′, n) 〈n|

]
.

A.2 The gradient operator

Given a bounded operator A with density ρA(n) as in (62), thei-th discrete derivative of ρA is
defined by

(∂jρA)(n) = − 2

d

∑
n′∈Zd\{n}

1

(n− n′)j

[
|n〉 A(n, n′) 〈n′|+ |n′〉 A(n′, n) 〈n|

]
. (63)

We refer to the vector ∂ρA = (∂1ρA, . . . , ∂dρA) as the gradient of the density ρA. Given a vector
of densities ρ = (ρ1, . . . , ρd) one then introduces the divergence of ρ by

(∂ · ρ)(n) =
d∑
j=1

(∂jρj)(n) .

A.3 Continuity equation for matter

The velocity operator V = (V1, . . . , Vd) (with respect to H) is given by Heisenberg’s equation:

V = ı [H,X] = −ı
∑

n,n′∈Zd

(n− n′)j |n〉 H(n, n′) 〈n′| .

It is useful to write the components of the velocity as

Vj =
∑

n,n′∈Zd

|n〉 Vj(n, n′) 〈n′| , Vj(n, n
′) = −ı (n− n′)j H(n, n′) .

The density of matter current J (n) = (J1(n), . . . ,Jd(n)) is, by definition, the local density of
the velocity, hence

Jj(n) =
1

2
{Vj, ρ(n)} = − ı

2

∑
n′∈Zd

(n− n′)j
[
|n〉 H(n, n′) 〈n′| − |n′〉 H(n′, n) 〈n|

]
. (64)
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On the other hand, the time derivative of the matter density ρ(n) is again given by Heisenberg’s
equation:

∂t ρ(n) = −ı [ρ(n), H]

= −ı
∑
n′∈Zd

[
|n〉 H(n, n′) 〈n′| − |n′〉 H(n′, n) 〈n|

]
= −ı

∑
n′∈Zd\{n}

[
|n〉 H(n, n′) 〈n′| − |n′〉 H(n′, n) 〈n|

]
.

One has ∑
n∈Zd

∂t ρ(n) = −ı [1, H] = 0 ,

which can be interpreted as theglobal conservation of matter in the system. A comparison
between (63) and (64) shows that

(∂jJj)(n) =
ı

d

∑
n′∈Zd

[
|n〉 H(n, n′) 〈n′| − |n′〉 H(n′, n) 〈n|

]
, ∀ j = 1, . . . , d

and this proves the validity of the continuity equation for matter

∂t ρ(n) = − ∂ · J (n) . (65)

Hence the macroscopic matter current simply agrees with the velocity

J =
∑
n∈Zd

J (n) = V = ı [H,X] .

A.4 Continuity equation for charge

The time derivative of the charge density ρQ(n) is given by

∂t ρQ(n) = −ı [ρQ(n), H] .

In order to derive a continuity equation for the charge, one needs to require the global conser-
vation of charge, namely ∑

n∈Zd

∂t ρQ(n) = −ı [Q,H] = 0 .

This is a constraint on the Hamiltonian which is fulfilled exactly when H is diagonal w.r.t. the
grading C2

ph. Using the relation ρQ(n) = Qρ(n) = ρ(n)Q and the fact that Q commutes with
the gradient, one immediately obtains form (65) that

∂t ρQ(n) = Q∂t ρ(n) = −Q ∂ · J (n) = −∂ · (QJ )(n) .

This provides the continuity equation for the charge density

∂t ρQ(n) = −∂ · JQ(n) , (66)

30



where the density current of charge is defined by

JQ(n) = Q J (n) = J (n) Q .

Let us observe that the fact of J (n) commuting with the charge operator Q is a consequence
of [X,Q] = [H,Q] = [ρ(n), Q] = 0. The macroscopic charge current is then

JQ =
∑
n∈Zd

JQ(n) = J Q = ı [H,X] Q .

Due to the above-mentioned commutation relations, one has [JQ, Q] = 0.

A.5 Continuity equation for spin

A continuity equation for the spin spin density ρS3(n) can be derived by the same strategy.
First of all, the time derivative of ρS3 is

∂t ρS3(n) = −ı [ρS3(n), H] .

As a matter of fact, a continuity equation for spin needs the global conservation of spin:∑
n∈Zd

∂t ρS3(n) = −ı [S3, H] = 0 .

This equation is exactly the case j = 3 of (23) and corresponds to the U(1) invariance of the
Hamiltonian. Using the relation ρS3(n) = S3ρ(n) = ρ(n)S3 and the fact that S3 commutes with
the gradient, one immediately obtains form (65) a continuity equation from the spin density

∂t ρS3(n) = −∂ · JS3(n) (67)

where the density current of spin is given by

JS3(n) = S3 J (n) = J (n) S3 .

Again it is crucial for this derivation that [X,S3] = [H,S3] = [ρ(n), S3] = 0. The macroscopic
spin current is given by

JS3 =
∑
n∈Zd

JS3(n) = V S3 = ı [H,X] S3

and one can check that [JS3 , S3] = 0.
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A.6 Continuity equation for energy

Let H be a Hamiltonian and ρH(n) the associated energy density. The time derivative of ρH(n)
via the Heisenberg’s equation reads

∂t ρH(n) = −ı [ρH(n), H] = −ı [ρ(n),
1

2
H2] . (68)

Since ∑
n∈Zd

∂t ρH(n) = −ı [H,H] = 0

we have a global conservation of energy and we can proceed to the derivation of a continuity
equation for the energy density. Equation (68) can be seen as the time derivative of the matter
density ρ(n) with respect to the “effective” Hamiltonian

H ′ =
1

2
H2 =

∑
n,n′∈Zd

|n〉 H ′(n, n′) 〈n′| , H ′(n, n′) =
1

2

∑
m∈Zd

H(n,m)H(m,n′) .

Then we can immediately use the continuity equation (65) for H ′ which now reads

∂t ρH(n) = −∂ · JH(n) (69)

where now the current density is defined by the Hamiltonian H ′, namely

JH(n) = − ı
2

{
[X,H ′], ρ(n)

}
= − ı

4

{
[X,H2], ρ(n)

}
(70)

We refer to JH(n) as the density of current of energy. The macroscopic energy current is by
definition

JH =
∑
n∈Zd

JH(n) =
ı

2
[H2, X] .

B Kubo formula

Let H = H∗ be some bounded one-particle BdG Hamiltonian on `2(Z2,C2L) describing a system
of independent fermions. Even if there is not particle-hole creation so that H is diagonal and
one is in Class A, we will pass to the BdG representation and absorb the chemical potential µ
in the Hamiltonian as in Section 2. We voluntarily skip mathematical details in the following,
which can readily filled in for a given special case (e.g. as in [SBB, DL]). The Hamiltonian
generates a time evolution of density matrices f(t) according to the Liouville equation

∂tf(t) = LH(f(t)) , LH(A) = ı [A,H] .

Here LH is called the Liouville operator. Note that this evolution leaves invariant the algebra
generated by H and therefore, in particular, the equilibrium distribution fβ(H) given by the
Fermi-Dirac function fβ(E) = (1 + eβE)−1. Now let λP be a possibly unbounded perturbation
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of H, where λ ≥ 0 is a coupling constant. This changes the time evolution of density matrices
to

∂tf(t) = LH+λP(f(t)) = (LH + λLP)(f(t)) .

The perturbation has to be such that LH + λLP is indeed the generator of time-evolution
(automorphism of the operator algebra). Then the solution can simply be written as

f(t) = et(LH+λLP )(f(0)) .

As initial condition, let us choose f(0) = fβ(H). Now one wants to measure the current
associated to a (bounded) observable J = J ∗. Furthermore, an exponential time average of
time scales of order 1

δ
will be taken. If T is an adequate trace (as the one in Section 3.3) and

one takes into account the factor 1
2

of (20), then this time-averaged current is given by

j(λ, δ) = lim
δ↓0

δ

∫ ∞
0

dt e−δ t
1

2
T
(
f(t)J

)
= lim

δ↓0

δ

2
T
(
(δ − LH − λLP)−1(fβ(H)) J

)
.

If the limit δ → 0 exists, one then sets

j(λ) = lim
δ↓0

j(λ, δ)

However, this limit may not always exist and, if it does not, δ effectively introduces some
dissipation into the system and one can see 1

δ
as the associated relaxation time (resulting from

inelastic scattering processes [SBB]). For dissipationless currents such as the Hall conductance
and Hall spin conductance, one can then show that the limit indeed does exist. Let us now
further calculate j(λ, δ). If λ = 0 and f(0) = fβ(H) as above, then

j(0, δ) =
1

2
T
(
fβ(H)J

)
=

1

2
δ T
(
(δ − LH)−1(fβ(H)) J

)
.

Let us assume from now that this current at equilibrium vanishes. Hence subtracting this
vanishing term j(0) = 0, one finds from the resolvent formula

j(λ, δ) =
1

2
λ T
(
(δ − LH − λLP)−1(LP(fβ(H))) J

)
=

1

2
λ T
(
LP(fβ(H)) (δ + LH + λLP)−1(J )

)
,

where in the second equality it was used that LH and LP are anti-selfadjoint as superoperators
on L2(A, T ) and it was used that T is invariant under LP . The linear response coefficient
σP,J (β) is defined by

j(λ, δ) = λσP,J (β, δ) + O(λ2) .

Due to the above one deduces the Kubo formula

σP,J (β, δ) =
1

2
T
(
LP(fβ(H)) (δ + LH)−1(J )

)
. (71)
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Let us consider the case where J = LP ′(H). Then one has the so-called Onsager relation

σP,LP′ (H)(β, δ) = − σP ′,LP (H)(β, δ) ,

provided the limit in (71) exists. Indeed, because H is bounded, one can write fβ(H) = g(H)
for some function in the Schwartz space which has a Fourier transform ĝ such that

fβ(H) =

∫
dt ĝ(t) eıtH .

Using Duhamel’s formula it follows

σP,LP′ (H)(β, δ) =
1

2

∫
dt ĝ(t)

∫ t

0

ds T
(
eı(t−s)H ıLP(H) eısH (δ + LH)−1(LP ′(H))

)
=

1

2

∫
dt ĝ(t)

∫ t

0

ds T
(
(δ − LH)−1((LP(H)) eısH ıLP ′(H) eı(t−s)H

)
,

where in the second equality it was used that LH commutes with functions of H and is anti-self-
adjoint on L2(A, T ). Recombining and using the cyclicity of the trace one obtains the Onsager
relation.

C Quadratic commutator identity

Let H be a separable complex Hilbert space with orthonormal basis (|n〉)n≥1. The associated
creation and annihilation operator on the fermionic Fock space F are denoted by c∗n and cn.
Let us consider a quadratic operator in creation and annihilation operators of the form

A =
1

2

(
c∗ c

)
A

(
c
c∗

)
, A =

(
α β
γ −αT

)
,

where α, β and γ are operators on H. Here the same notations as in Section 2.2 are used.
One may assume that β and γ are anti-symmetric because the symmetric components β + βT

and γ + γT lead to vanishing contributions due to the CAR relations. Now let A′ be a second
operator of the same form as A with coefficient matrices α′, β′ and γ′ giving A′. Now the
commutator [A,A′] turns out to be again quadratic in the creation and annihilation operators
which can be expressed in terms of

[A,A′] =

(
[α, α′] + (βγ′ − β′γ) αβ′ + β′αT − α′β − β(α′)T

γα′ + (α′)Tγ − γ′α− αTγ′ −[α, α′]T − (βγ′ − β′γ)T

)
.

More precisely, the following well-known fact holds, e.g. [HHZ].

Proposition 10 Then map A 7→ A is a Lie algebra homomorphism, namely

[A,A′] =
1

2

(
c∗ c

)
[A,A′]

(
c
c∗

)
. (72)
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Proof. The calculatory proof of this identity is just a matter of patience. One way to proceed
is to use the linearity of the commutator and consider cases with A and A′ with only one entry
each. For example, if α = α′ = γ = β′ = 0, then 4[A,A′] = [c∗βc∗, cγ′c] and writing out gives,
with summation over all indices,

4[A,A′] =
∑

βn,n′γ
′
m,m′(c

∗
nc
∗
n′cmcm′ − cmcm′c

∗
nc
∗
n′) .

Now using the commutation relations twice in order to move the annihilation operators to the
left and right shows that the forth order terms cancel and

4[A,A′] =
∑

βn,n′γ
′
m,m′(δn′,mc

∗
ncm′−δn,mc∗n′cm′−δn,m′cmc∗n′+δm′,n′cmc∗n) = 2 c∗βγ′c−2 cβγ′c∗ .

This indeed gives the corresponding contributions in (72). The other terms can be treated
similarly. For the off-diagonal terms, one also has to use the identities c(α′)Tγc = −cγTα′c =
cγα′c. 2

D Finite dimensional representations of SU(2)

The Lie algebra su(2) has three generators s1, s2, s3 satisfying [s1, s2] = ı s3, [s2, s3] = ı s1 and
[s3, s1] = ı s2. The algebra su(2) has irreducible representations in any dimension L = 2s + 1
for all s ∈ N/2 which are then called spin s representation. The concrete spin s representation
used here (again denoted by the same letters as the abstract su(2) generators) can be expressed
in terms of the L× L real matrices

s3 =


s 0 . . . 0 0
0 s− 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1− s 0
0 0 . . . 0 −s

 , s+ =


0 α1 . . . 0 0
0 0 α2 . . . 0
...

...
. . . . . .

...
0 0 . . . 0 α2s

0 0 . . . 0 0

 ,

where
αl =

√
l(2s+ 1− l) , l = 1, . . . , 2s .

Then one sets

s− = (s+)∗ , s1 =
1

2
(s− + s+) , s2 =

ı

2
(s− − s+) .

It is matter of direct calculation to verify

[s3, s+] = s+ , [s3, s−] = −s− , [s+, s−] = 2 s3 ,

which imply that indeed the su(2) relations are satisfied. Furthermore the following properties
hold for j = 1, 2, 3:

(sj)∗ = sj , sj = (−1)1+j sj , Tr(sj) = 0 .

Note that for s = 1
2

the above representation is given by the Pauli matrices s1 = 1
2

( 0 1
1 0 ),

s2 = 1
2

( 0 −ı
ı 0 ) and s3 = 1

2
( 1 0

0 −1 )
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