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Abstract. We consider the problem of recovering multiplication in the integers from enrichments of
its additive structure, in the positive existential context. We prove that if a conjecture by Caporaso-

Harris-Mazur holds, then for all integer-valued polynomials F of degree at least 2, multiplication is

positive existentially definable in (Z; 0, 1,+, RF ,=) where RF is the unary relation F (Z). Similar
results were only known for the polynomials F (t) = t2 (under the Bombieri-Lang conjecture) and

F (t) = tn (under a generalization of the abc conjecture).
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1. Introduction and results

We are interested in the general problem of determining for which extensions of the additive structure
of a ring one can recover multiplication. A very relevant result in the spirit of this general problem is
the following - see [18] and [32] (this theorem can be seen as a prototype of deeper results on Zariski
geometries, see for instance the discussion in [17, p. 118]):

Theorem 1.1. A subset R of Cn is constructible but not definable in the module structure of Cn if
and only if multiplication is definable in (C; +,=, R).

In the arithmetic setting of Z, some relevant progress have been achieved in the context of first-order
definable sets (see [2] for a general survey on the subject), although no general classification has been
established. Much less is known in the positive existential situation, where the Diophantine analogue
of Theorem 1.1 would be a solution to the following:
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Problem 1.2. Classify the recursively enumerable subsets R ⊆ Zn for which multiplication is positive
existentially definable over the structure (Z; 0, 1,+,=, R).

Requiring that R is recursively enumerable is a natural condition. Indeed, after the work of M.
Davis, H. Putnam, J. Robinson and Y. Matiyasevich [19], we know that recursively enumerable sets
over Z are the same as the positive existentially definable sets in the ring Z (DMPR Theorem).

One cannot hope that the naive arithmetic analogue of Theorem 1.1 holds: for instance, the full
theory of

(Z; 0, 1,+,=, {2n : n ∈ Z>0})
is decidable, hence multiplication is not definable — see [34]. Another relevant example is given by
the set P of prime numbers. Woods [38] proved that under Dickson’s conjecture the full theory of

(Z≥0; 0, 1,+,=,P)

is undecidable, while under the same conjecture the existential theory is decidable (see [37]).
The existence of some recursively enumerable set R ⊆ Z for which multiplication is positive ex-

istentially definable over (Z; 0, 1,+,=, R) is not obvious. As far as we know, the only unconditional
result in this direction was obtained by Poonen and Shlapentokh [30], motivated by an application to
extensions of Hilbert’s tenth problem: they prove that multiplication is positive existentially definable
in the structure

(Z>0; 1,+,=, {2n + n2 : n ∈ Z>0})
(see also Remark 3.17, Ibid., where they mention a similar result by Matiyasevich).

No characterization of such sets R has been proposed. See below for some relevant references. Our
main result addresses Problem 1 for R ⊆ Z being the image of an arbitrary univariate polynomial on
Z, and solves this case completely assuming the Bombieri-Lang conjecture; indeed, a consequence of
it (the Caporaso-Harris-Mazur conjecture) is enough for our purposes. It turns out that the degree of
the polynomial whose image is R is the only parameter involved in the classification. For the general
case, we do not know what kind of invariants could be involved.

Before stating our results in a precise way, let us briefly recall the relevant Diophantine conjectures.
In [5], Caporaso, Harris and Mazur have shown that the Bombieri-Lang conjecture (on rational points
of varieties of general type) implies a very strong version of Faltings’ Theorem. Namely, under the
Bombieri-Lang conjecture, given a number field K and an integer g ≥ 2, there exists a constant
M = M(g,K) such that every curve X defined over K with genus g has at most M rational points over
K. Further work by Abramovich [1] and Pacelli [23] show that, under the Bombieri-Lang conjecture,
the constant M should only depend on g and on the degree of K over Q, not on the particular K.
More precisely, the Bombieri-Lang conjecture implies the following (see Theorem 1.1 and Corollary
1.2 in [23]):

Conjecture 1.3 (Caporaso-Harris-Mazur; Abramovich; Pacelli). Let g ≥ 2 and d be positive integers.
There is a constant M(g, d) such that for any number field K with [K : Q] ≤ d and for any smooth
projective curve X defined over K with genus g one has

#X(K) ≤M(g, d).

In the spirit of this conjecture, Poonen [29] has raised a number of striking questions for algebraic
families of schemes over a base.

In [35], Stoll uses the Chabauty method to prove Conjecture 1.3 in the case of hyperelliptic curves
under the assumption that the Mordell-Weil rank of the Jacobian of the curve is not too large (namely,
at most g−3). This has been recently extended to all curves satisfying the same condition on the rank
of the Jacobian [12].

Let us introduce some notation. A Z-valued polynomial is a polynomial in Q[t], say F , satisfying
F (Z) ⊆ Z. The symbol R denotes a unary relation symbol. We consider the first order language
L = {0, 1,+,=, R}. Given a polynomial F ∈ Q[t], we denote by RF the set F (Z). In particular, when
F is Z-valued we may define the L-structure ZF = (Z; 0, 1,+,=,RF ).

We will be interested in the positive existential theory of ZF , and more generally in positive-
existential definitions in this structure. Our main result is:
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Theorem 1.4. Assume Conjecture 1.3. Let F ∈ Q[t] be a Z-valued polynomial of degree n ≥ 2.
Multiplication is positive-existentially L-definable in ZF . In particular, the positive existential theory
of ZF is undecidable.

We remark that the condition n ≥ 2 cannot be dropped, because the theory of Zat+b is decidable
for any a, b ∈ Z.

The undecidability part of the statement follows from the fact that the positive existential theory
of the ring Z is undecidable (as a consequence of DMPR Theorem). In more elementary terms, one
can re-state the undecidability consequence as follows:

Corollary 1.5. Assume Conjecture 1.3. Let F ∈ Q[t] be a Z-valued polynomial of degree n ≥ 2. The
following problem is undecidable:

Given a system of first degree polynomial equations with integral coefficients, decide whether or not
it has a solution with some prescribed variables in RF .

Particular instances of the problem addressed in Theorem 1.4 have already attracted special at-
tention. J. R. Büchi considered the case when F (t) = t2 (see [15] and [21]). Even for this simple
polynomial it is not known how to establish an unconditional version of Theorem 1.4. Nevertheless,
Vojta [36] proved a version of Theorem 1.4 for F (t) = t2 under the Bombieri-Lang conjecture for
surfaces (instead of Conjecture 1.3). For the case of the polynomials F (x) = xn with n ≥ 2, the first
author [24] proves similar results, assuming a suitable version of the ABC conjecture instead. At this
point let us mention that the technique in [36] is not suitable for the case of polynomials of degree
≥ 3, as it would involve the explicit computation of the special set of higher dimensional varieties of
general type. Also, note that the technique in [24] fails in an essential way when F does not have
repeated factors. Such restrictions do not arise in the present work.

If we consider the full theory instead of the positive existential theory, then much more is known.
In [31, p. 50, Sect. 5], Putnam realized that one can easily define the squaring function from the set
of squares in the natural numbers. Büchi [4] then noticed that Putnam’s result can be generalized by
induction, obtaining the following (here N stands for the set of non-negative integers): Let F ∈ Q[t] be
Z-valued and let R′F = F (N)∩N. If F has degree ≥ 2 and positive leading coefficient, then multiplication
is L-definable in the structure NF = (N; 0, 1,+,=,R′F ). From this, undecidability of the full theory of
NF follows unconditionally. The arguments of Putnam and Büchi strongly use universal quantifiers,
and hence are not suitable in the positive existential context.

A main intermediate result needed for proving Theorem 1.4 is the following, which can be of inde-
pendent interest.

Theorem 1.6. Assume Conjecture 1.3. Let F ∈ Q[t] be a polynomial of degree n ≥ 2. There is a
positive integer N depending only on F such that the following holds:

If G ∈ Q[t] has the same degree and same leading coefficient as F , and if it satisfies that G(j) ∈ RF
for each j = 1, . . . , N , then there is ε ∈ {−1, 1} and b ∈ Z such that G(t) = F (εt+ b).

We prove this theorem in Section 3. If in this theorem we only want to conclude that G(t) =
F (αt+ β) for some complex numbers α and β, then we need only assume that N depends on n rather
than on F itself (see Theorem 3.6).

Let us briefly sketch the idea of the proof of Theorem 1.6: If G(j) ∈ RF for j = 1, . . . , N , with N
large, then this would produce many rational points in the plane curve X defined by G(x) = F (y).
If G(t) = F (t + ν) for some ν ∈ Q then such rational points will obviously exist, and one would like
that this is the only possible case where many rational points can appear. Namely, a naive hope would
be that in any other case X is an irreducible curve of geometric genus g ≥ 2 bounded in terms of n,
so that (under Conjecture 1.3) N is bounded in terms of n. However, even if G(t) is not of the form
F (t+ ν), the curve X can very well have components of geometric genus 0 or 1 due to the reducibility
of X or to the presence of singularities, and one needs more work to get around these issues. One of
the main strategies to make this argument work consists of an auxiliary construction that increases
the genus of the irreducible components of X — see Section 2 and Proposition 3.1. It turns out that
the outlined approach eventually leads to the conclusion that G(t) = F (αt+β) for some α, β ∈ C (see
Theorem 3.6), and at this point a rationality result (Proposition 3.3) of combinatorial nature leads to
Theorem 1.6 — see Section 3.
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For Theorem 1.4, it is crucial that the bound N does not depend on the polynomial G — see for
instance the proof of Lemma 4.1. Section 4 is dedicated to proving Theorem 1.4. Basically, the idea
is to construct a formula using Theorem 1.6 and difference operators — see the beginning of Section
4 for a brief outline of the argument. As a prototypical example of this approach, we refer to Büchi’s
idea (see [15]) in the case of F (t) = t2 (see also [28, Theorem 2.4] and [26, Section 11] for the case
F (t) = tn). For general polynomials, some technicalities arise in the case of even degree. Except for
the use of Theorem 1.6, the presentation in Section 4 is independent of the rest of the paper.

Nevertheless, if we allow N to also depend on G, then we obtain the following unconditional result
through an easy adaptation of the end of the proof of Theorem 1.6 (by replacing the use of Conjecture
1.3 by Faltings’ Theorem).

Corollary 1.7. Let F and G in Q[t] be polynomials of the same degree and same leading coefficient. If
G(j) ∈ RF for all large enough integers j, then there is ε ∈ {−1, 1} and b ∈ Z such that G(t) = F (εt+b).

When we restrict to the case of F (t) = tn, the result is well-known (see [33]). It should be noted,
however, that Corollary 1.7 also follows from a theorem of Davenport-Lewis-Schinzel [7, Theorem 1]
(with their notation, take f(x, y) to be our G(x)−F (y)). The two proofs are of a completely different
nature.

After the previous discussion, it is worth noting that the diophantine equation F (x) = G(y) is a
classical object of study in number theory, see for instance the article by Bilu and Tichy [3] and the
references therein. However, the Bilu-Tichy theorem only gives valuable geometric information for
curves of the form f(x) = g(y) provided that they have infinitely many integral points. If the latter
condition is not satisfied, such a curve can very well have components of genus zero without being
related to the Bilu-Tichy standard pairs (see [3]). The number of integral points in these non-Bilu-
Tichy curves can be arbitrarily large, even if both f and g are required to be in Z[t], of the same degree
and monic. This is the case, for instance, for the curves defined by xn − axn−1 = yn − byn−1, for any
given n ≥ 3 and suitable choices of a, b ∈ Z.

As we use a conjecture on uniformity to prove Theorem 1.4, it is natural to ask if it is possible
(assuming a stronger conjecture if necessary) to find an L-formula defining existentially multiplication
in ZF which only depends on n but not on the particular F . Our proof of Theorem 1.4 does not give
such a uniform definition, and indeed we will show the following unconditional result in Section 5.

Theorem 1.8. Let n ≥ 2 be an integer. There is no positive existential L-formula φ(x, y, z) uniformly
defining the relation z = xy across the structures ZF as F ∈ Q[t] ranges over the set {atn : a ∈ Z>0}.
In particular, there is no uniform positive existential L-definition of multiplication across the structures
ZF as F ∈ Q[t] ranges over the set of all Z-valued polynomials of degree n.

We conclude this introduction with a few problems.
After the Theorem 1.8 and in view of the work by Putnam and Büchi discussed above, we propose

the following problem.

Problem 1.9. Let n ≥ 2 be an integer. Is there a first-order L-formula that uniformly defines
multiplication across the structures ZF as F ∈ Q[t] ranges over the set of all Z-valued polynomials of
degree n?

Let R1, . . . , Rm be unary relation symbols and consider the language Lm = {0, 1,+,=, R1, . . . , Rm}.
Given Z-valued polynomials F1, . . . , Fm ∈ Q[t] we define the Lm-structure ZF1,...,Fm = (Z; 0, 1,+,=
,RF1 , . . . ,RFm).

Problem 1.10. Find polynomials F1, . . . , Fm such that multiplication can be positive-existentially
defined in ZF1,...,Fm

without invoking any conjecture.

In the particular case where m = 2, F1 = t2 and F2 = t3, this question was asked by L. Lipshitz (in
oral communication with the second author). Even when the unary relations are not required to be
the range of polynomials (but still are recursively enumerable sets), the only results that we are aware
of are the one by Poonen and Shlapentokh [30] mentioned above, and by the first author in [25, Ch.
8], who proves that multiplication can be positive-existentially defined in the structures

(Z; 0, 1,+,=,Rt2 , {p : p is prime}) and (Z; 0, 1,+,=,Rt2 , {2n : n ≥ 0}).
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Finally, consider the following variation of Problem 1.2:

Problem 1.11. Classify the recursive subsets R ⊆ Zn for which the structure (Z; 0, 1,+,=, R) has
undecidable positive existential theory.

Any recursive R that works for Problem 1.2 yields an example for Problem 1.11, although it is
not known whether the converse holds. In any case, these questions naturally arise, for instance, in
the context of Hilbert’s tenth problem for Q: using an elliptic curve of rank 1 (for example) one can
interpret (Z; 0, 1,+,=), and to show undecidability of the Diophantine theory of Q it would suffice to
interpret (in such a model) a relation R for which the positive existential theory of (Z; 0, 1,+,=, R)
is undecidable. The relevance of this approach is that nowadays it is widely believed that the set Z
is not Diophantine in Q, after a conjecture of Mazur [20, 22] and recent work of Koenigsmann [13].
On the other hand, the same conjecture of Mazur implies that no bijective Diophantine interpretation
of (Z; 0, 1,+,×,=) is possible in Q (cf. [6]), but this does not immediately rule out the possibility of
using a relation R for which (Z; 0, 1,+, R,=) is undecidable.

2. Geometric preliminaries

In this section we prove some geometric results, mainly about polynomials in two variables and the
plane curves that they define.

Lemma 2.1. Let F,G ∈ C[t] be polynomials of the same degree n ≥ 1. If F (x)−G(y) ∈ C[x, y] has a
factor linear in x or y, then G(t) = F (at+ b) for some a, b ∈ C with a 6= 0.

Proof. Assume without loss of generality that F (x)−G(y) has a factor P (x, y) = u(x)y − v(x) which
is linear in y, with u and v coprime polynomials in the variable x. Substituting the formal variable y

by the rational function v(x)
u(x) in F (x)−G(y), we obtain

F (x)−G
(
v(x)

u(x)

)
= 0.

Since F = G(v/u) and G are polynomials of degree n ≥ 1, we see that v/u has no pole in C. As u
and v are coprime, we deduce that u has no zero in C, hence u is a constant. Comparing degrees, we
conclude that v has degree one. Therefore, F and G are equal modulo a linear change of variable. �

Proposition 2.2. Let P (x, y) ∈ C[x, y] be an irreducible polynomial which has degree at least 2 in y.
Considering P as a polynomial in y with coefficients in C[x], let ∆(x) ∈ C[x] be its discriminant. We
have:

(1) ∆(x) is not the zero polynomial, and
(2) for any λ ∈ C that is not a zero of the polynomial ∆ (namely, ∆(λ) 6= 0), and for any integer

r ≥ 1, the polynomial P (xr + λ, y) is irreducible in C[x, y].

(When P is irreducible and has degree 1 in y, the polynomial P (xr + λ, y) always is irreducible.)

Remark 2.3. The following simple example can help to clarify the role of the discriminant in the
proposition above. Consider P (x, y) = xy2 − 1, which is irreducible and has the required degree in
y. In this case ∆(x) = 4x and hence the proposition gives that P (xr + λ, y) is irreducible for all
integers r ≥ 1 and λ ∈ C r {0}. Moreover, the only case when ∆(λ) = 0 is λ = 0 for which we get
P (xr + λ, y) = xry2 − 1, which is reducible for infinitely many r (indeed, all even integers r).

We thank the anonymous referee for providing us the following proof for Proposition 2.2. It replaces
a more laborious proof that we had in an earlier version of the manuscript.

Proof of Proposition 2.2. The polynomial P (x, y) remains irreducible as an element of C(x)[y] by
Gauss’s lemma. As it is non-constant in y we can look at its roots in an algebraic closure of C(x);
they are distinct because of irreducibility and because we are in characteristic zero. Therefore ∆(x) is
not the zero polynomial.

Let us prove Item (2). Without loss of generality we can assume λ = 0, so that ∆(0) 6= 0 (indeed,

we may apply Item (2) with λ = 0 to the polynomial P̃ (x, y) = P (x + λ, y)). We show that P (xr, y)
is irreducible. Let us write P (x, y) = ady

d + · · ·+ a0 where ai ∈ C[x] and d ≥ 2 is the degree of P in
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y. Let α be a root of P (x, y) = 0 (seen as equation in y) in some fixed algebraic closure of K := C(x)
and let u = x1/r be in the same algebraic closure of K.

The discriminant of a binary form is SL2-invariant. We apply this observation to the binary form
zdP (x, y/z) ∈ K[y, z] using the action of SL2(C), and we see that we can assume that α is integral
above the place v0 := ordx of C(x) (i.e. it does not take the value ∞ above the place v0). Such
a transformation will not change the polynomial ∆(x), it will not change the fact that P (x, y) is
irreducible (although P (x, y) might be different after such a transformation), the coefficients aj will
remain in C[x] and it will not change the irreducibility or reducibility of P (xr, y). Hence, we can
assume that v0(ad) = 0 in addition to the original setup, i.e. that α is integral above v0.

Since v0(∆) = 0 (i.e. ∆(0) 6= 0) we see that v0 does not ramify in the extension K(α)/K. On the
other hand, v0 is totally ramified in the extension C(u)/K, hence, by [9, Lemma 2.5.8] we get that
K(α) and C(u) are linearly disjoint over K. As P is irreducible we know [K(α) : K] = d, so by linear
disjointness

dr = [K(α) : K][C(u) : K] = [K(α, u) : K] = [K(α, u) : C(u)][C(u) : K]

hence [K(α, u) : C(u)] = d. Therefore P (x, y) remains irreducible in C(u)[y], that is, P (ur, y) is
irreducible. Up to relabeling the variable u, this is exactly what we wanted. �

Corollary 2.4. Let m,n be positive integers, with n ≥ 2. There is a constant c0 = c0(m,n) such that
the following holds:

Let P ∈ C[x, y] be irreducible of bidegree (m,n). For any λ ∈ C with at most c0 exceptions, and for
any r ≥ 1, the polynomial P (xr + λ, y) is irreducible.

This corollary will be combined with the following result in our applications.

Proposition 2.5. Let m,n be positive integers, with n ≥ 2. If P ∈ C[x, y] is an irreducible polynomial
of bidegree (m,n), then there is λ0 ∈ C such that the following holds for every r ≥ 1:

For any λ ∈ C \ {λ0} such that Qλ(x, y) = P (xr + λ, y) is irreducible, the zero set of Qλ(x, y) is an
irreducible plane curve of geometric genus g ≥ r

2 + 1− n.

Proof. The basic idea is to apply the Riemann-Hurwitz formula to the map (x, y) 7→ x on the curve
defined by P (xr + λ, y) = 0. We need many ramification points in order to give a lower bound for the
genus, and they are obtained as follows: we find an initial one for the map (x, y) 7→ x on the curve
P (x, y) = 0 and then we make many copies of it by base-change by xr +λ for suitable λ. To make this
work, however, one needs to work on the desingularization of projective closures. Unfortunately the
previous idea produces ramification points on a curve that is not the one that we want to consider,
and some care is necessary in order to conclude. See also the remark after the present proof.

Let X ⊆ A2 be the zero set of P ; we will refer to the zero set of x in A2 as x-axis. Let X ′ be the
Zariski-closure ofX in P1×P1. Since P is irreducible, X ′ is irreducible. The map p : X → A1; (x, y) 7→ x

from X to the x-axis extends to a morphism π : X ′ → P1. Let ν : X̃ ′ → X ′ be the normalization of

X ′, so that X̃ ′ is a smooth, irreducible, projective curve. The map πν : X̃ ′ → P1 is finite of degree n
as P has degree n on y. The map πν has at least two branch points because deg(πν) = n ≥ 2. Hence,
there is at least one branch point of πν in the affine chart A1 of P1 given by the x-axis; let λ0 ∈ A1

be such a point. This λ0 can be taken as the λ0 of the statement. The next commutative diagram
summarizes this construction.

X X ′

A1 P1

X̃ ′

p π

ν

Choose any λ ∈ C r {λ0} such that Qλ(x, y) = P (xr + λ, y) is irreducible. Let ρ′ : P1 → P1 be the
extension of the map ρ : A1 → A1 given by x 7→ xr + λ on the x-axis. If we base-change the square in
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the previous diagram by ρ′, then we obtain the following commutative diagram

Y Y ′ Ỹ ′

X X ′ X̃ ′

A1 P1

A1 P1

h

q

h′

µ

h̃

p

π

ν

ρ

$

ρ′

where Y is the zero set of Qλ(x, y) in A2 (which is irreducible by assumption on λ), q : Y → A1

is given by (x, y) 7→ x, Y ′ is the projective closure of Y in P1 × P1 (hence, irreducible), $ is the

extension of q, the maps h and h′ are induced by base change, µ : Ỹ ′ → Y ′ is the normalization map,

and h̃ : Ỹ ′ → X̃ ′ is by definition the map obtained from the universal property of normalization (of

the curve X ′) applied to h′µ : Ỹ ′ → X ′ (in general, this is not induced by base change by ρ′). More
precisely, h is the map induced by

C[x, y]/(P ) → C[x, y]/(Qλ)
x 7→ xr + λ
y 7→ y

.

The diagram commutes because the cube is obtained by base change, and h̃ satisfies νh̃ = h′µ by
definition.

Note that Ỹ ′ is a smooth projective model of Y . Therefore, by definition of geometric genus we

must show that the genus g of Ỹ ′ satisfies g ≥ r/2 + 1− n.

Consider ξ = πν : X̃ ′ → P1 and ζ = $µ : Ỹ ′ → P1 as rational functions (both of which have degree
n, the degree in y of P and Qλ), and note that by commutativity of the previous diagram we have

h̃∗ξ = ξh̃ = ρ′ζ = ζr + λ. Also note that ρ′ is branched exactly at λ and ∞, and it is otherwise étale.
In particular, it is étale above a neighborhood U of λ0. Let b be one of the r preimages of λ0 by ρ′,

and observe that b is not 0 because ρ′(0) = λ 6= λ0. Let p ∈ ξ−1(λ0) ⊆ X̃ ′ be such that ξ ramifies
at p; it exists because λ0 is a branch point for ξ. Before we continue with the argument, we need the
following:

Claim 2.6. There exists q ∈ Ỹ ′ such that h̃(q) = p and ζ(q) = b.

Proof of the claim. Indeed, consider the open sets U ′ = ρ′−1U , W = π−1U ⊆ X ′ and W ′ = ξ−1U =

ν−1W ⊆ X̃ ′, and recall that ρ′|U ′ : U ′ → U is étale (by choice of U). Note that b ∈ U ′ and p ∈ W ′.
Since $ : Y ′ → P1 is the base change of π : X ′ → P1 by ρ′, we have that the fibered product
V = U ′×UW is an open set of Y ′, and since ρ′|U ′ : U ′ → U is étale we get that h′|V : V →W is étale.

On the other hand, W ′ is smooth (as X̃ ′ is smooth) and ν|W ′ : W ′ → W is birational (because ν is
the normalization map), therefore by properties of étale base change we conclude that V ′ := V ×W W ′

is smooth and the projection V ′ → V is birational. Therefore, V ′ is included as a dense open subset

i : V ′ → Ỹ ′ in such a way that the following diagram commutes:

U ′ V

U W

V ′

W ′

Y ′ Ỹ ′

X̃ ′

µ

h̃
i

Finally, since b ∈ U ′, p ∈ W ′, ξ|W ′(p) = ρ′|U ′(b) = λ0 ∈ U and V ′ = V ×W W ′ = U ′ ×U W ′,
we get that there is a point q0 ∈ V ′ mapped to b and p by the projections of V ′, hence we can take
q = i(q0). �
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Fix a local parameter t at p and a local parameter s at q. Working in the completion of the local

rings at p and q we obtain h∗t = u · se for some unit u ∈ Ô×
Ỹ ′,q

and some integer e ≥ 1 (analyzing the

proof of the previous claim one can see that e = 1, but we don’t need this fact). Since h∗dt = d(h∗t),
we deduce h∗dt = e · u · se−1ds (we remark that · denotes multiplication, as opposed to composition).

Write ep for the ramification index of p with respect to ξ and eq for the ramification of q with respect

to ζ. Thus, dξ = v · tep−1dt for some unit v ∈ Ô×
X̃′,q

, and dζ = w · seq−1ds for some unit w ∈ Ô×
Ỹ ′,q

.

On the one hand, we have

d(ζr + λ) = d(h∗ξ) = h∗dξ = h∗(v · tep−1dt)
= (h∗v) · (h∗t)eP−1h∗dt

= (h∗v) · uep−1 · se(ep−1) · e · u · se−1ds
= α · seep−1ds

for some unit α ∈ Ô×
Ỹ ′,q

. On the other hand, we have

d(ζr + λ) = rζr−1dζ,

where rζr−1 ∈ Ô×
Ỹ ′,q

is a unit, because ζ(q) = b 6= 0. Therefore, we have

dζ = βseep−1ds

for some unit β ∈ Ô×
Ỹ ′,q

, and we deduce that eq = eep. Since e ≥ 1 and p is ramified (hence ep ≥ 2),

we conclude that q is ramified with respect to ζ and hence b is a branch point for ζ.
We deduce that ζ has at least r branch points (b was any of the r preimages of λ0 by ρ′). The

Riemann-Hurwitz formula applied to ζ : Ỹ ′ → P1 then gives 2n = 2 deg(ζ) ≥ 2 − 2g + r and we
conclude g ≥ r/2 + 1− n. �

Remark 2.7. The main complication in the previous proof is that Ỹ ′ 6= Y ′ ×X′ X̃ ′ in general. Even

worse, we don’t have a map Y ′ ×X′ X̃ ′ → Ỹ ′ compatible with the respective morphisms to Y ′ and X̃ ′

(note that in Claim 2.6 we constructed such a map, but only on a suitable open set). Indeed, one can
consider for instance P (x, y) = x2 − y2 − 1, r = 3, λ = 1. In this case X ′ is smooth hence ν can be

taken as the identity map, while Y ′ is (irreducible and) singular, hence Y ′×X′ X̃ ′ ' Y ′ is singular and

there is no compatible map to its normalization Ỹ ′.

3. The equation G(x) = H(y)

We first prove a proposition which can have other applications in the study of diophantine equations
of the form G(x) = H(y).

Proposition 3.1 (Controling the genus). Let n ≥ 2 be an integer. There is a constant c1 = c1(n)
such that the following holds:

Let F,G ∈ C[t] be polynomials of degree n. Suppose that G(t) is not of the form F (at + b) with
a, b ∈ C and a 6= 0. For any λ ∈ C with at most c1 exceptions and for any r ≥ 1, the zero set of
G(xr +λ)−F (y) is a plane curve whose irreducible components Xi have geometric genus gi satisfying

r

2
+ 1− n ≤ gi ≤

(nr − 1)(nr − 2)

2
.

Proof. First note that the upper bound follows from the Plücker genus formula for plane curves.
Let

G(x)− F (y) =
∏

P sii (x, y)

be the factorization in irreducibles of G(x)− F (y) ∈ C[x, y]. By Corollary 2.4, for each i, there exists
a constant c0,i depending only on the bidegree (mi, ni) of Pi such that for any λ with at most c0,i
exceptions and for any r ≥ 1, the polynomial Pi(x

r + λ, y) is irreducible. By Lemma 2.1, none of
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the Pi is linear in x or in y, hence in particular we have ni ≥ 2. By Proposition 2.5, the polynomial
Pi(x

r + λ, y) defines a plane irreducible curve of geometric genus

(1) gi ≥
r

2
+ 1− ni ≥

r

2
+ 1− n

for any λ with at most c0,i + 1 exceptions. Note that since each c0,i is bounded from above by a
function that depends only on n (because each mi and ni is bounded from above by n), we can choose
c1 depending only on n large enough so that c1 ≥

∑
i(1 + c0,i), hence insuring that Equation (1) is

valid for each i. �

The next proposition is an easy exercise in Galois theory.

Proposition 3.2. Let Q be an algebraic closure of Q. Let H ∈ Q[x, y] be a polynomial of total degree
D. Suppose that P ∈ Q[x, y] is an irreducible polynomial with at least one non-zero coefficient in Q
and such that P divides H in Q[x, y]. Let K be the number field generated over Q by the coefficients
of P . We have [K : Q] ≤ D.

Before we can prove Theorem 1.6, we need one more result:

Proposition 3.3 (Rationality). Let F (t) ∈ Q[t] be a polynomial of degree n ≥ 2. There is a constant
N = N(F ) with the following property:

If a polynomial G(t) ∈ Q[t] satisfies the conditions

(i) G has degree n and it has the same leading coefficient as F ,
(ii) there are α, β ∈ C such that G(t) = F (αt+ β), and
(iii) G(1), G(2), . . . , G(N) belong to F (Z),

then there is ε ∈ {−1, 1} and ν ∈ Z such that G(t) = F (εt+ ν).

Example 3.4. Choosing F (t) = t4− 3t2 and G(t) = F (it− 2i) = t4− 8t3 + 27t2− 44t+ 28 ∈ Q[t], we
have G(1) = 4 = F (2) and G(2) = 0 = F (0), and G(3) = 4 = F (2). So in this case N(F ) ≥ 4.

Remark 3.5. In general, we don’t know whether N(F ) can be taken just in terms of n (uniformly on
the coefficients of F ). Nevertheless, the uniformity on G provided by this proposition is enough for our
applications.

Before proceeding with the proof, let us briefly outline the main steps that guide the computations.
One supposes that G is given satisfying (i),(ii) and (iii) for some N , the goal then being to bound N only
in terms of F . From conditions (ii) and (iii), there exist integers `k such that F (αk+β) = G(k) = F (`k),
for k = 1, . . . , N .

• The first part of the argument consists of showing that for “most” k ∈ IN := {1, . . . , N} one
has that αk + β is approximately equal to ξk`k for suitable n-th roots of unity ξk depending
on k — see the inequality (5) below.

• Then we observe that there is a root of unity α′ and a complex number β′ such that for “many”
values of k ∈ IN one has that `k is approximately equal to α′k + β′ — see the inequality (6)
below. In fact, immediately after this point we will show that α′ ∈ {−1, 1}, so that we can
choose ε to be α′.

• Fixing certain j0 and looking at the approximations for `k − `j0 obtained in the previous step,
one deduces that there is ν ∈ Z such that for “several” values of k ∈ IN one has an exact
equality `k = εk + ν, cf. Equation (7). Once this is done, it will be easy to conclude.

Of course, it is important to keep track of how the bounds depend on the various parameters so that
at the end N only depends on F .

Proof of Proposition 3.3. We will treat N as a parameter and we will show that it can be chosen just
in terms of F (we will give a concrete value of N at the end of the proof).

Assume that for certain G the three conditions (i), (ii), (iii) are satisfied. First note that because
the leading term of G(t) = F (αt+ β) is the same as the one of F (t), we have αn = 1.

Let c be the leading coefficient of F , let H be the maximum of the absolute values of the coefficients
of F and put H ′ = nH

|c| . Write IN = {1, 2, . . . , N}. For k ∈ IN choose an integer `k such that

G(k) = F (`k).
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Write F (t) = ctn +
∑n−1
i=0 fit

i and qk = max{|`k|, |αk + β|}. Since F (`k) = G(k) = F (αk + β) we
have

|c| · |`nk − (αk + β)n| =

∣∣∣∣∣
n−1∑
i=0

fi(`
i
k − (αk + β)i)

∣∣∣∣∣ ≤ H
n−1∑
i=0

|`ik − (αk + β)i|

≤ 2H

n−1∑
i=0

max{|`k|i, |αk + β|i} ≤ 2H

n−1∑
i=0

qik

≤ 2Hnqn−1k

hence

(2) |`nk − (αk + β)n| ≤ 2H ′max{|`k|, |αk + β|}n−1.

Suppose that |αk + β| > (4H ′ + 2)1/n|`k|, hence

(3)
1

2
|αk + β|n > (2H ′ + 1)|`k|n,

so that

|`nk − (αk + β)n| ≥ |αk + β|n − |`k|n >
1

2
|αk + β|n + 2H ′|`k|n ≥

1

2
|αk + β|n + 2H ′|`k|n−1

where the strict inequality comes from Equation (3), and because `k ∈ Z. Combining this estimate
with (2) we would get

|αk + β|n ≤ −4H ′|`k|n−1 + 4H ′max{|`k|, |αk + β|}n−1 ≤ 4H ′|αk + β|n−1

which can only happen if |αk+β| ≤ 4H ′. Since |α| = 1 we see that this can happen for at most 8H ′+1
values of k ∈ IN ; call E this exceptional set, so that #E ≤ 8H ′ + 1. Therefore, we have proved that
for each k ∈ IN − E we have

|αk + β| ≤ (4H ′ + 2)1/n|`k|.
Note that since F has degree n, we can have `k = 0 for at most n values of k ∈ IN . Enlarge E to a set
E′ in order to include these values of k, so that #E′ ≤ 8H ′ + n+ 1 and for each k ∈ IN −E′ we have

(4) |αk + β| ≤ (4H ′ + 2)1/n|`k| and `k 6= 0.

Let µn be the set of n-th roots of 1. For each k, choose ξk ∈ µn that minimizes the quantity∣∣∣∣αk + β

`k
− ξk

∣∣∣∣ .
The distance between x = αk+β

`k
∈ C and the closest ξ ∈ µn r {ξk} to ξk is at least a half of the

distance |ξk − ξ|. Examining the n-th roots of unity we see that n|ξk − ξ| ≥ 2 for n ≥ 2, so we have
n|x− ξ| ≥ 1. In particular, for all ξ ∈ µn with ξ 6= ξk we have∣∣∣∣αk + β

`k
− ξ
∣∣∣∣ ≥ 1

n
.

We deduce

|`nk − (αk + β)n| = |`k|n
∣∣∣∣(αk + β

`k

)n
− 1

∣∣∣∣
= |`k|n

∣∣∣∣∣∣
∏
ξ∈µn

(
αk + β

`k
− ξ
)∣∣∣∣∣∣

≥ |`k|n
∣∣∣∣αk + β

`k
− ξk

∣∣∣∣ 1

nn−1

=
|`k|n−1

nn−1
|αk + β − ξk`k|.
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We obtain

|αk + β − ξk`k| ≤
nn−1

|`k|n−1
|`nk − (αk + β)n| ≤ 2nn−1H ′max

{
1,

∣∣∣∣αk + β

`k

∣∣∣∣}n−1
by Equation (2). Therefore, for each k ∈ IN − E′ we have from Equation (4)

(5) |αk + β − ξk`k| ≤ 2nn−1H ′(4H ′ + 2)(n−1)/n =: KF

where KF only depends on F .
Put αk = α/ξk and βk = β/ξk, so that for each k ∈ IN − E′ we have

|αkk + βk − `k| ≤ KF

since |ξk| = 1. Note that ξk varies in µn. The pigeonhole principle shows that there is a set I ′ ⊆ IN
with #I ′ ≥ N/n and there is ζ ∈ µn such that for all k ∈ I ′ we have ξk = ζ. Let α′ = α/ζ and
β′ = β/ζ, so that for all k ∈ I ′ we have αk = α′ and βk = β′. Hence, for all k ∈ I ′ − E′ we get

(6) |α′k + β′ − `k| ≤ KF .

Fix j0 ∈ I ′ − E′. For each k ∈ I ′ − E′ we have

|α′(k − j0)− (`k − `j0)| ≤ |α′k + β′ − `k|+ |α′j0 + β′ − `j0 | < 2KF .

We claim that if N �F 1, then α′ ∈ {−1, 1}. By contradiction, suppose that α′ /∈ {−1, 1} and
recall that α′ ∈ µn (indeed, α′n = 1). Then |=(α′)| > 1/n and we would have for each k ∈ I ′ − E′

2KF ≥ |α′(k − j0)− (`k − `j0)| ≥ |=(α′(k − j0)− (`k − `j0))| = |=(α′(k − j0))| ≥ |k − j0|
n

.

Suppose that

N ≥ (4nKF + 8H ′ + 3n+ 1)n.

Since #(I ′ − E′) ≥ N/n − 8H ′ − n − 1, if we choose k0 ∈ I ′ − E′ satisfying |k0 − j0| ≥ 1
2#(I ′ − E′)

(which is always possible) then we would get

2KF ≥
|k0 − j0|

n
≥ N/n− 8H ′ − n− 1

2n
≥ 4nKF + 2n

2n
= 2KF + 1

which is a blatant contradiction. Therefore, if N ≥ (4nKF + 8H ′ + 3n+ 1)n (which we assume from
now on) then α′ ∈ {−1, 1}.

Knowing that α′ = ±1, we revisit the inequality

|α′(k − j0)− (`k − `j0)| < 2KF

which is valid for k ∈ I ′ − E′. Writing γk = α′(k − j0)− (`k − `j0), we have γk ∈ Z because α′ = ±1.
Moreover we have |γk| < 2KF . Invoking the pigeonhole principle once again, we see that there is
J ⊆ I ′ − E′ with

#J ≥ 1

4KF + 1
#(I ′ − E′)

and there is an integer γ ∈ [−2KF , 2KF ] such that for each k ∈ J we have γk = γ. Therefore, for each
k ∈ J we get

α′(k − j0)− (`k − `j0) = γ

which means

(7) `k = α′k + ν

where ν = `j0 −α′j0−γ ∈ Z and α′ = ±1. This is the ν from the statement of the result (and ε = α′).
Finally, we need to show that G(t) = F (α′t+ b). Since F and G have degree n, it suffices to check

the equality G(k) = F (α′k + ν) for at least n+ 1 values of k. We assume that

N ≥ (2n(4KF + 1) + 8H ′ + n+ 1)n.

Note that it is compatible with our previous assumption on N . Moreover, it implies

#J ≥ 1

4KF + 1
#(I ′ − E′) ≥ 2n.
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It turns out that for each k ∈ J we have `k = α′k + ν and hence

F (α′k + ν) = F (`k) = G(k)

for at least 2n values of k, as we needed.
This proves the result with N = d(2n(4KF + 1) + 8H ′ + n+ 1)ne. �

We conclude this section with a “geometric” version of Theorem 1.6 (which enjoys of some addi-
tional uniformity). This, together with Proposition 3.3, immediately implies Theorem 1.6. Note that
Conjecture 1.3 has not been used so far.

Theorem 3.6. Assume Conjecture 1.3. Let F ∈ Q[t] be a polynomial of degree n ≥ 2 and write
RF = F (Z). There is a positive integer N depending only on n (not on the particular F ) such that the
following holds: If G ∈ Q[t] has the same degree and same leading coefficient as F , and if it satisfies
that G(j) ∈ RF for each j = 1, . . . , N , then there are α, β ∈ C, with α 6= 0, such that G(t) = F (αt+β).

Proof. We prove (by contradiction) that if G(j) ∈ RF for j = 1, . . . , N , then G = F (αt+ β) for some
complex numbers α 6= 0 and β. Here, N is a constant depending only on n (not on F or G) whose
value will be given in the proof.

Suppose that G(t) is not of the form F (αt + β), with α, β ∈ C and α 6= 0. Let r = 2n + 2. By
Proposition 3.1, there exists c1 = c1(n) such that for every λ ∈ C with at most c1 exceptions, the zero
set of G(xr + λ) − F (y) is a plane curve whose irreducible components Xi have geometric genus gi
satisfying

2 =
r

2
+ 1− n ≤ gi ≤

(nr − 1)(nr − 2)

2
< 5n4.

Therefore, there exists an integer λ ∈ {0, 1, . . . , c1} such that the above holds. Fix such a λ.
By Proposition 3.2, for each irreducible factor P ∈ Q̄[x, y] of G(xr + λ) − F (y) ∈ Q[x, y] having a

non-zero coefficient in Q, there is a number field of degree ≤ nr = n(2n + 2) over Q which contains
all the coefficients of P . Let K be the field generated by all these (finitely many) number fields and
note that all the irreducible components Xi are defined over K. Since there are at most nr irreducible
factors of G(xr + λ)− F (y), the degree of K over Q is at most d = (nr)nr.

Since we are assuming Conjecture 1.3, for each i there exists a constant Mi = M(gi, d) such that
#Xi(K) ≤ Mi (recall that gi ≥ 2). Since each gi is bounded by a function of n (namely, gi < 5n4)
and since d = (nr)nr = (n(2n + 2))n(2n+2), we see that each Mi can be bounded in terms of n
independently of the particular polynomials F and G. Hence there exists M ′ depending only on n
such that M ′ > maxiMi.

Choose N = (nM ′)r + c1 (which depends only on n). The hypothesis that for each j = 1, . . . , N
the value G(j) is in the range of F implies that G(x) − F (y) has at least N rational points over Q.
Since 1 + λ, 2r + λ, . . . , (nM ′)r + λ are x-coordinates of Q-rational points of G(x)−F (y) we see that
1, 2, . . . , nM ′ are x-coordinates of Q-rational points of G(xr + λ) − F (y). On the other hand, since
y appears in every factor of G(xr + λ) − F (y), and because the latter has degree n in y, there are
at most n curves Xi. By the pigeon-hole principle, there is a curve Xi with at least M ′ points with
coordinates in Q, hence in K. This contradicts the definition of M ′.

Therefore, under Conjecture 1.3, for N = (nM ′)r + c1 (which only depends on n), we have: for
every F,G ∈ Q[t] of degree n such that G(j) ∈ RF for j = 1, . . . , N , there exist α, β ∈ C with α 6= 0
such that G(t) = F (αt+ β). �

4. Consequences in Logic

The objective of this section is to prove Theorem 1.4. The basic idea can be summarized in the
following steps:

(A) Multiplication can be positive-existentially defined from addition and the squaring function
n 7→ n2, thanks to the elementary observation that z = xy if and only if (x + y)2 = x2 +
2z + y2. It turns out that the squaring function can be positive-existentially defined from
any polynomial function n 7→ G(n) with G a polynomial of degree ≥ 2, by a linear algebra
argument.
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(B) Our language can express the image of a polynomial F , but a priori not the polynomial
function. Nevertheless, from Theorem 1.6 and using difference operators (whose definition will
be recalled below) we will see that (under Conjecture 1.3) one can “almost” define for some
fixed N the N -ary relation: u1, . . . , uN are consecutive values of F , meaning that there is
ν ∈ Z with uj = F (j + ν) for 1 ≤ j ≤ N .

(C) Using difference operators once again, one can recover ν from a sequence of values u1, . . . , uN as
in the previous item. Thus, we see that the relation {(x, y) : ∃ν ∈ Z, x = ν+1 and y = F (1+ν)}
can be defined, and this is precisely the graph of the polynomial function F .

In practice, however, the previous steps will be used in a different order, but the underlying idea is the
same as the one just outlined. We will first deal with the case where F has odd degree (which turns
out to be much simpler) as it gives a general idea on how the previous strategy works. In the case
of even degree we will need some preliminary work on difference operators, because step (B) does not
work exactly as expected (there is a sign indeterminacy) leading to some complications in step (C).
For the convenience of the reader, let us recall here the basic setup of difference operators. A more
refined analysis will be given in Section 4.2. We will mainly focus on interpolation aspects of these
operators.

Given a sequence σ = (u1, . . . , un) of integers (or more generally, of elements of some abelian group),
the first (forward) difference of σ is the sequence

∆1(σ) = (u2 − u1, . . . , un − un−1).

For p < n, the p-th difference of σ is inductively defined by

∆p(σ) = ∆1(∆p−1(σ)).

We will refer to ∆p as to the p-forward difference operator. For instance, the second difference of σ is
the sequence

(u3 − 2u2 + u1, . . . , un − 2un−1 + un−2).

Note that for a sequence σ = (G(1), . . . , G(n)), where G is a polynomial of degree d and leading
coefficient a, we have ∆(σ) = (H(1), . . . ,H(n − 1)), where H is a polynomial of degree d − 1 and
leading coefficient da. A key elementary fact about difference operators is that the converse holds:
for instance, if σ has p-th difference equal to a constant sequence, say (b, . . . , b), then there exists a
polynomial G of degree p and leading coefficient b/p! such that σ = (G(1), . . . , G(n)).

4.1. Case of odd degree. Let F be a Z-valued polynomial of odd degree n ≥ 2, with leading
coefficient a. Since the family of polynomials {F (t), . . . , F (t+ n)} forms a Q-basis of the vector space
of polynomials in Q[t] of degree at most n, there exist rational numbers α0, . . . , αn, and γ0, . . . , γn
(depending only on F ) such that

t =

n∑
j=0

γjF (t+ j) and t2 =

n∑
j=0

αjF (t+ j).

Let N ≥ n be the integer that comes from Theorem 1.6. Let ψ(x, y) be the L-formula

∃u1, . . . , uN

 N∧
i=1

Rui ∧∆(n)
(
(ui)

N
1

)
= (a · n!)i ∧ x =

n∑
j=0

γjuj ∧ y =

n∑
j=0

αjuj

 .

For simplicity, in writing this L-formula, we have made some slight abuses of notation (which are
standard) and that we now clarify:

• Fixed natural numbers can appear in the formula, as they could be replaced by a sum of ones
(this allows us to write the natural number a · n!).
• We can multiply a variable uj by a fixed natural number, as it stands for a fixed sum of the

variables.
• In each of the items above, one can replace ‘natural number’ by ‘integer’: we can gather on

each side of an equation the positive terms.
• The fact that the γj and αj are rational numbers is not an issue, as we can multiply the

equations where they appear by a common multiple of their denominators.
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• The condition on the n-th difference is also not an issue, as it can be rewritten as a conjunction
of linear equations in the variables ui.

Similar remarks apply to most formulas in this section.
The following lemma says that the graph of the squaring function is positive-existentially definable

over the language L.

Lemma 4.1. The formula ψ(x, y) is satisfied in Z if and only if y = x2.

Proof. First recall that the subformula Rui of ψ is interpreted by ‘ui ∈ RF ’ in the L-structure ZF .
If y = x2, then ψ(x, y) is satisfied in Z by choosing ui = F (i+ x) for each i.
Suppose that the formula is satisfied in Z. Since the n-th difference of the sequence (ui)i is constant

and equal to a ·n!, there exists a polynomial G of degree n and leading coefficient a such that G(i) = ui
for each i = 1, . . . , N . Since G(i) = ui ∈ R(F ) for each i, we deduce from Theorem 1.6 that there
exists ε ∈ {−1, 1} and ν ∈ Z such that G(t) = F (εt+ ν). Observe that because F has odd degree, we
have ε = 1. We have then

(8) x =

n∑
j=0

γjG(j) =

n∑
j=0

γjF (ν + j) = ν

and

(9) x2 = ν2 =

n∑
j=0

αjF (ν + j) =

n∑
j=0

αjG(j) = y.

�

Theorem 1.4 for polynomials of odd degree follows with a standard argument: because for any x and
y we have (x+ y)2 − x2 − y2 = 2xy, multiplication is easily seen to be positive-existentially definable
over the language L, using the fact that the squaring function is.

We conclude this subsection with a relevant remark. An important point in the argument of this
subsection is the fact that ε = 1 in the proof of Lemma 4.1, since the degree of F is odd. For even
degree, the sign indeterminacy imposes an additional complication (although the idea for constructing
a formula that defines multiplication is similar). The complication is addressed by a more careful use of
difference operators from which we will deduce Corollary 4.6. This corollary will serve as a substitute
for the identities (8) and (9) used in the proof of Lemma 4.1.

4.2. Some lemmas using difference operators. Let Pd be the Q-vector space of polynomials of
degree at most d (with Pd = {0} if d < 0). Given integers m and p, we define the m-shifted p-difference
operator ∆p

m : Q[t]→ Q[t] by

∆p
m(H) =

p∑
j=0

(−1)p−j
(
p

j

)
H(t+ j −m).

In other words, this is applying the p-forward difference operator to a polynomial H(t), and then
evaluating the resulting polynomial at t−m instead of t. Therefore, we have:

Lemma 4.2. The operator ∆p
m is Q-linear and its kernel is Pp−1. Moreover, if Q is a polynomial of

degree d ≥ p, then ∆p
m(Q) is a polynomial of (exact) degree d− p.

The proof of this lemma is an easy exercise in linear algebra. We also have:

Lemma 4.3. Let a, r ∈ Q, with a 6= 0, and let k ≥ 2. Let H = at2k + rt2k−2 + h(t) ∈ Q[t], where
h ∈ Q[t] has degree at most 2k− 3. There are rational numbers α1, β1, α2, β2, and γ2, depending only
on k, a and r (but not on h) such that the operators

L1 = α1∆2k−1
k + β1∆2k

k

and
L2 = α2∆2k−2

k + β2∆2k−1
k + γ2∆2k

k

satisfy L1(H) = t and L2(H) = t2. Moreover, we have L1(f) = 0 for any f of degree ≤ 2k − 2, and
L2(f) = 0 for any f of degree ≤ 2k − 3.
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Proof. The statements about f are immediate consequences of Lemma 4.2. Since ∆2k−1
k (H) has degree

one, there exist rational numbers α1 and u such that α1∆2k−1
k (H) = t + u. Also, since ∆2k

k (H) has

degree zero, there exists β1 ∈ Q such that β1∆2k
k (H) = −u. Hence, L1(H) = t.

Similarly, since ∆2k−2
k (H) has degree 2, there are rational numbers α2, u and v such that

α2∆2k−2
k (H) = t2 + ut+ v.

Also, since ∆2k−1
k (H) has degree 1, there exist β2, w ∈ Q such that β2∆2k−1

k (H) = −ut+ w. Finally,

since ∆2k
k (H) has degree 0, there exists γ2 such that γ2∆2k

k (H) = −v − w. Hence, L2(H) = t2. �

For later reference, we state here the following linear algebra fact (which was already used in
Subsection 4.2):

Lemma 4.4. Let P (t) be a polynomial over Q of degree d. The polynomials P (t), P (t+1),. . . , P (t+d)
are linearly independent over Q.

Lemma 4.5. Let k and H be as in Lemma 4.3. There are rational numbers aj and bj, for j =
−k, . . . , k, such that

(1) t =
∑k
j=−k ajH(t+ j),

(2) a−j = −aj for each j,

(3) t2 =
∑k
j=−k bjH(t+ j), and

(4) b−j = bj for each j.

Proof. Let L1 and L2 be the operators coming from Lemma 4.3. Note that given a polynomial P ∈ Q[t]
of degree 2k, we have

L1(P ) =

2k∑
j=0

a′jP (t+ j − k) =

k∑
j=−k

ajP (t+ j)

for some coefficients a′j and aj in Q that depend only on L1 (not on the particular P ). Similarly,

there are coefficients bj in Q such that L2(P ) =
∑k
j=−k bjP (t + j). Items (1) and (3) are therefore

immediate.
We prove Item (2). We have

(10) t =

k∑
j=−k

ajH(t+ j) = L1(H) = L1

(
a(t+ j)2k

)
=

k∑
j=−k

aja(t+ j)2k.

Therefore, we have

(11) t =

k∑
j=−k

aja(t+ j)2k =

k∑
j=−k

aja(−t− j)2k =

k∑
j=−k

a−ja(−t+ j)2k.

From Equations (10) and (11) we obtain

−
k∑

j=−k

aja(t+ j)2k = −t =

k∑
j=−k

a−ja(t+ j)2k.

We deduce from Lemma 4.4 that a−j = −aj for each j.
We now prove Item (4). We have

(12)

t2 =

k∑
j=−k

bjH(t+ j) = L2(H)

= L2

(
a(t+ j)2k + r(t+ j)2k−2

)
=

k∑
j=−k

bj
(
a(t+ j)2k + r(t+ j)2k−2

)
.
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Therefore, we have

(13)

t2 =

k∑
j=−k

bj
(
a(t+ j)2k + r(t+ j)2k−2

)
=

k∑
j=−k

bj
(
a(−t− j)2k + r(−t− j)2k−2

)
=

k∑
j=−k

b−j
(
a(−t+ j)2k + r(−t+ j)2k−2

)
.

From Equations (12) and (13) we obtain

k∑
j=−k

bj
(
a(t+ j)2k + r(t+ j)2k−2

)
= (−t)2 =

k∑
j=−k

b−j
(
a(t+ j)2k + r(t+ j)2k−2

)
.

We deduce from Lemma 4.4 that b−j = bj for each j. �

Corollary 4.6. Let F (t) = atn + btn−1 + . . . ∈ Q[t] be a polynomial of even degree n = 2k ≥ 2. There
exist rational numbers a′j and b′j, j = −k, . . . , k, such that

(1) nat+ b =
∑k
j=−k a

′
jF (t+ j),

(2) a′−j = −a′j for each j,

(3) (nat+ b)2 =
∑k
j=−k b

′
jF (t+ j), and

(4) b′−j = b′j for each j.

Proof. Letting

H(t) = F

(
t− b

na

)
,

we have H(t) = atn + rtn−2 + h(t) ∈ Q[t], for some r ∈ Q and h ∈ Q[t] of degree ≤ n− 3. By Lemma
4.5, there exist rational numbers aj and bj , for j = −k, . . . , k, such that for each j, a−j = −aj and
b−j = bj , and such that

k∑
j=−k

ajH(t+ j) = t and

k∑
j=−k

bjH(t+ j) = t2,

By substituting in these equations t by t+ b
na , we obtain

k∑
j=−k

ajF (t+ j) = t+
b

na
and

k∑
j=−k

bjF (t+ j) =

(
t+

b

na

)2

,

hence, writing a′j = ajna and b′j = bj(na)2, we finally obtain

k∑
j=−k

a′jF (t+ j) = nat+ b and

k∑
j=−k

b′jF (t+ j) = (nat+ b)2

and clearly a′−j = −a′j and b′−j = b′j for each j. �

4.3. Case of even degree. In this subsection, we fix a Z-valued polynomial

F (t) = atn + btn−1 + . . .

of even degree n = 2k ≥ 2. We let a′j and b′j , j = −k, . . . , k, be the rational numbers associated to F
by Corollary 4.6, and N ≥ n be the integer that comes from Theorem 1.6. Let A be a positive integer
such that both Aa and Ab are integers (note that in particular Ana is an integer and that A depends
only on F ).
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Let ψ0(x, y, z, u−N , . . . , uN ) be the L-formula

N∧
i=−N

Rui ∧∆(n)
(
(ui)

N
−N
)

= (a · n!)i ∧ x =

k∑
j=−k

Aa′juj ∧ y =

k∑
j=−k

A2b′juj ∧ x = Anaz +Ab.

Lemma 4.7. The formula ψ(x, y) given by

∃z, u−N , . . . , uN ψ0(x, y, z, u−N , . . . , uN )

is satisfied in Z if and only if y = x2 and x = Anaz +Ab for some integer z.

Proof. If y = x2 and x = Anaz + Ab for some integer z, then ψ(x, y) is satisfied in Z by choosing
ui = F (i+ z) for each i, by Corollary 4.6.

Suppose that the formula is satisfied in Z. Let z ∈ Z be such that x = Anaz + Ab (such a z exists

thanks to the last part of the formula). Since Z satisfies
∧N
i=−N Rui ∧∆(n)

(
(ui)

N
−N
)

= (a · n!)i, there
exists a polynomial G of degree n and leading coefficient a such that G(i) = ui ∈ R(F ) for each
i = 1, . . . , N . By Theorem 1.6, there exists ν ∈ Z such that G(t) = F (εt+ ν), with ε = ±1.

If ε = 1, then we have

x/A =

k∑
j=−k

a′jG(j) =

k∑
j=−k

a′jF (ν + j) = naν + b

(so in particular ν = z), and

x2/A2 = (naz + b)2 = (naν + b)2 =

k∑
j=−k

b′jF (ν + j) =

k∑
j=−k

b′jG(j) = y/A2.

If ε = −1, then we have

x/A =

k∑
j=−k

a′jG(j) =

k∑
j=−k

a′jF (ν − j) =

k∑
j=−k

a′−jF (ν + j) = −
k∑

j=−k

a′jF (ν + j) = −(naν + b)

(so in particular ν = −b
ka − z, where we recall that k = n/2) and

x2/A2 = (naz + b)2 =

(
na

(
−ν − b

ka

)
+ b

)2

= (−naν − b)2 =

k∑
j=−k

b′jF (ν + j)

=

k∑
j=−k

b′−jF (ν − j) =

k∑
j=−k

b′jF (ν − j) =

k∑
j=−k

b′jG(j) = y/A2.

In either case, we conclude y = x2, with x = Anaz +Ab. �

Let L = {`1, . . . , `Ana} ⊆ Z be such that every integer x can be written as m + `, with m of the
form Anaz + Ab, z ∈ Z, and ` ∈ L. This is possible because Ana and Ab are integers, with Ana 6= 0,
so that the numbers of the form Anaz + Ab with z ∈ Z form an arithmetic progression in Z (with
difference Ana). Given 1 ≤ j ≤ Ana, we let θj(x, y, v, w) be the L-formula

x = v + `j ∧ ψ(v, w) ∧ y = w + 2`jv + `2j .

Note that it is indeed a formula over L since each `j depends only on n, A, a and b (or simply on F ,
which is fixed).

Lemma 4.8. We have y = x2 if and only if the formula ϕ(x, y)

∃v∃w
Ana∨
j=1

θj(x, y, v, w)

is satisfied in Z.
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Proof. Assume y = x2. Let v and `i be such that x = v + `i, with v = Anaz +Ab for some integer z.
Let w = v2, so that ψ(v, w) is satisfied. We have

y = x2 = (v + `i)
2 = v2 + 2`iv + `2i = w + 2`iv + `2i ,

hence the formula θi(x, y, v, w) is satisfied.
Assume ϕ(x, y) is satisfied. Let i, v and w be such that the formula θi(x, y, v, w) is satisfied. In

particular, we have w = v2, hence

y = w + 2`iv + `2i = (v + `i)
2 = x2.

�

5. Non-uniformity

In this last brief section, we prove Theorem 1.8. For the sake of contradiction, assume that there is
a uniform positive existential definition of multiplication across the collection of structures ZF , as F
ranges over the polynomials of the form atn with a ∈ Z>0. Under this assumption, one deduces from
general principles that the following problem would be undecidable (see [27, Section 3, Property (?)],
or see [10, Corollary 2.2] for an exposition more directly applicable to our case):

Problem 5.1. Given a system of equations of the form

(S) : a1jx1 + · · ·+ arjxr + b1jy1 + · · ·+ bsjys = cj , 1 ≤ j ≤ t
with aij , bij , cj ∈ Z, decide whether or not for each a ∈ Z>0 there is an integral solution with all xi of
the form akn, k ∈ Z.

However, this problem turns out to be decidable. Here is the algorithm. Set all the aij to be 0 in
(S) to obtain the system of linear equations

(S′) : b1jy1 + · · ·+ bsjys = cj , 1 ≤ j ≤ t.
One can check the existence of integral solutions for (S′). Then we conclude by:

Lemma 5.2. The system (S′) has an integral solution if and only if for each a ∈ Z>0 there is an
integral solution of (S) with all xi of the form akn, k ∈ Z.

Proof. If (S′) has integral solutions, then we get solutions for (S) of the desired form because 0 = a ·0n.
Conversely, if for every a ∈ Z>0 the system (S) has solutions as required, then reducing modulo a we
see that the system (S′) has solutions modulo a for every a ∈ Z>0. It is an elementary fact that for
systems of linear equations the existence of solutions modulo a for every a implies the existence of
solutions in Z (see Section 2.2, Chapter 1 [16]), and therefore we conclude that (S′) has an integral
solution. �

Since Problem 5.1 is decidable we get a contradiction. Hence, multiplication cannot be defined
uniformly and Theorem 1.8 is proved.
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[8] G. Faltings, Endlichkeitssätze für abelsche Varietäten über Zahlkörpern. (German) [Finiteness theorems for abelian
varieties over number fields]. Invent. Math. 73 (1983), no. 3, 349–366; Erratum, Invent. Math. 75 (1984), no. 2,

381.

[9] M. D. Fried and M. Jarden, Field arithmetic. Second edition. Ergebnisse der Mathematik und ihrer Grenzgebiete.
3. Folge. A Series of Modern Surveys in Mathematics [Results in Mathematics and Related Areas. 3rd Series. A

Series of Modern Surveys in Mathematics], 11. Springer-Verlag, Berlin, 2005. xxiv+780 pp. ISBN: 3-540-22811-X

[10] N. Garcia-Fritz and H. Pasten, Uniform positive existential interpretation of the integers in rings of entire functions
of positive characteristic. J. Number Theory 156 (2015), 368—393

[11] R. Hartshorne, Algebraic Geometry. Graduate Texts in Mathematics, No. 52. Springer-Verlag, New York-Heidelberg,

1977. xvi+496 pp. ISBN: 0-387-90244-9.
[12] E. Katz, J. Rabinoff and D. Zureick-Brown Uniform bounds for the number of rational points on curves of small

Mordell-Weil rank. Preprint. arXiv:1504.00694 (2015).

[13] J. Koenigsmann Defining Z in Q. Preprint. arXiv:1011.3424v2 (2013).
[14] S. Lang, Algebra. Revised third edition. Graduate Texts in Mathematics, 211. Springer-Verlag, New York, 2002.

xvi+914 pp. ISBN: 0-387-95385-X.
[15] L. Lipshitz, Quadratic forms, the five square problem, and diophantine equations, The collected works of J. Richard
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