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Abstract

Air quality data at Santiago, Chile (PM
10

, PM
2.5

and ozone) from 1989 to 1998 are analyzed with the goal of
estimating trends in and impacts of public policies on air quality levels. Those policies, in e!ect since the late 1980s, have
been essentially aimed at PM

10
pollution abatement. The analyses show that fall and winter air quality has been

improving consistently, specially the PM
2.5

levels. The estimated trends for the monthly averages of PM
10

concentra-
tions range from !1.5 to !3.3% per annum, whereas the trends for monthly averages of PM

2.5
concentrations range

from !5 to !7% per annum. The monthly averages of ground ozone daily maxima do not have a signi"cant trend for
two of the downtown monitor sites; at the other three monitoring sites (including the one with the highest impacts) there
is a clear downward trend between !5 and !3% per annum. The seasonal averages of a declimatized ozone
production rate show a downward trend from 1988 through 1995, and no additional improvements have occurred
thereafter. These mixed results for ground ozone levels are ascribed to a shift in the magnitude and spatial distribution of
emissions in the city, and so there is a need for additional ozone abatement policies and further research on air pollution
abatement options. ( 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction

One of the goals in air quality management is to
quantitatively assess the impacts of di!erent initiatives
upon air quality levels in a given area. To achieve this
objective, it is necessary to discriminate among long-term
(climate- and policy-related), seasonal and short-term
(weather-related) components in the environmental data.
In order to detect trends in data, researchers have used
tools like seasonal decomposition, regression analysis
and intervention analysis (Roch and Pellerin, 1982;
Young et al., 1991; Xu et al., 1996, Milanchus et al., 1998).

Xu et al. (1996) analyzed the data taken at several sites
in southern Ontario, Canada, from 1980 to 1990 to
estimate trends in ground ozone levels. A linear model for
the log of the ozone daily maximum as the response
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variable was "tted. The explanatory variables were
a trend term, a seasonal term and three meteorological
variables: daily maximum temperature, hours of sunshine
and relative humidity at the time of highest ozone. The
e!ect of adding those three input variables was an im-
provement in the trend estimate. The estimated ozone
trends range from }0.7 to 2.9% annually across southern
Ontario and they are all statistically signi"cant.

Bloom"eld et al. (1996) have analyzed ground ozone
levels in the Chicago metropolitan area from 1981
through 1991. The data consisted of daily maximum
ozone levels measured at 45 stations for the ozone season
(1 April}31 October); the response variable chosen was
the median estimate across the network (corrected for
missing values). Bloom"eld et al. developed a nonlinear
model using several input variables: temperature, relative
humidity, wind speed, and opaque cloud cover. A sea-
sonal term consisting of annual and semi-annual frequen-
cies was added to improve the model "t. The "nal model
accounts for 80% of the variance in the ozone concentra-
tion data, and the 95% con"dence interval for the ozone
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trend was estimated as (!10.3, 4.9)% per decade. By
contrast, a simpler model that only included a seasonal
and trend components explains just 30% of the variance
in ozone data and its trend estimate is positive and thus
biased according to the full analysis.

Milanchus et al. (1998) have proposed a di!erent
approach. They have analyzed the data from several
metropolitan areas in the USA for the period 1984}1995
according to the following methodology. The ozone (log
scale) and meteorological data are "ltered to extract the
long-term trend, a seasonal (annual) component and
a short-term component. In this way, the relationship
between ozone and meteorological variables is studied at
all relevant time scales. The results for the di!erent cities
showed that solar radiation and speci"c humidity yielded
the highest correlation among their baselines (the sum of
seasonal and trend components), whereas temperature
and dew point depression had the highest correlation
with ozone on the shortterm, weather-related time scale.
The outcome of this analysis is meteorologically adjusted
ozone time series at which trend changes can be selected
for further analyses, like comparing them with emission
abatement policies and related initiatives (Smith and
Adamski, 1998).

Young et al. (1991) advocate a di!erent approach, one
in which seasonal and trend components are decomposed
into quasi-orthogonal components (the so-called `com-
ponent time-series modela) by applying forward and
backward Kalman "lters to the joint trend and seasonal
models. The estimation of model parameters and series
decomposition is achieved by the recursive, smoothing
algorithm based on the state-space model for the whole
system. The methodology is clearly more complex than
that of the other approaches currently in use in the
literature, but it has the potential to explore and extract
meaningful information from dynamic environmental
data (see e.g. Young et al., 1991; Ng and Yan, 1998;
Schlink et al., 1997).

1.1. Declimatizing ground ozone levels

From the above discussion, it is clear that some me-
teorological input variables must be considered when
ground ozone level variations are studied to detect trends
in these data. Here we use an approach originally de-
veloped to forecasting ground ozone levels (Acun8 a et al.,
1996; Jorquera et al., 1998a), but this method is also
suited for intervention analysis, as we shall see below.

The starting point is the atmospheric di!usion equa-
tion (Seinfeld and Pandis, 1998)

LC

Lt
"!< '+C#+ ' (K+C)#Q#R#S, (1)

where C is the concentration, V the wind vector, K the
eddy di!usivity, Q the emission rate, R the net generation

term and S stands for physical removal processes such as
wet deposition; in the above equation a time average is
implicit in Eq. (1), so that the above equation is applic-
able to hourly averages, for instance.

Let us consider a 3D domain that includes the planet-
ary boundary layer; assuming that the dominant hori-
zontal transport is the advection term, the dominant
vertical transport is the turbulent dispersion and since
ozone is not directly emitted, Eq. (1) becomes
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where the subscript H means that only the x and y coordi-
nates are included in the advection term. Now, let us
consider the continuity equation for the vertical average
of ozone concentration (henceforth angular brackets
mean vertical averages)

SCT"
1

¸P
L

0

C(x,y, z, t) dz, (3)

where L is the height of the 3D domain. The integration
of Eq. (2), using de"nition (3), assuming a total re#ection
at the upper boundary of the domain, and introducing
the deposition #ux at the ground leads to
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where v
D

is the ozone deposition velocity and C
0

the
ground ozone concentration. In the derivation of Eq. (4)
the vertical average of the horizontal advection term has
been approximated by the decoupled, "rst term on the
right-hand side of Eq. (4). The next step would be to
provide parameterizations for the terms that appear in
Eq. (4). Unfortunately, no upper air measurements have
been done at Santiago, so we cannot provide representa-
tive values of vertical pro"les of wind speed, temperature,
relative humidity, ozone and so on. Thus we have deci-
ded to modify Eq. (4) to include only ground ozone level
information available to us. In doing so, we make the
assumption that the ground ozone level (C

0
) and the

vertical average of ozone are linearly correlated, that is

SCT"aC
0
#b. (5)

Now this equation is only valid in an average sense for
a given ozone season, because clearly there is a day-to-
day meteorological variability that would have an e!ect
upon vertical ozone pro"les and thus on the coe$cients
a and b. Introducing Eq. (5) into Eq. (4) leads to the
following equation valid for an air parcel that moves with
the average wind speed S<

H
T, that is, in a Lagrangean

reference frame
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In the above expression, (C
k
) stands for a detailed

photochemical mechanism, including all the relevant
species participating in ozone generation plus all the
removal mechanisms: dry and wet deposition, etc. Integ-
ration of Eq. (6) from a time before the early morning
rush hour (when both ozone and air temperature are
minimum) up to the time when the ozone concentration
is highest leads to

Ot2
3
!Ot1

3
"P

t2

t1

R
NET

M(C
k
),x, y, z, tNdt. (7)

Air temperature increases monotonously during that
time interval, so using the change of variable q"d¹/dt,
with q always positive, the above expression can be
written as
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It is possible that in some days the temperature pro"le
is not so monotonous, but from the standpoint of an
average representation for an ozone season at Santiago,
the use of the rate of heating q is appropriate. The
reduced ozone generation rate R* is a lumped parameter
that re#ects the speci"c mechanisms that dominate
photochemical production at a given urban site: NO

x
or

VOC limitation, patterns of precursor emissions, long-
range transport, boundary conditions, etc. Clearly, ozone
formation depends upon the daily meteorological condi-
tions in a complex way, as has been revealed in the
published studies } for instance, see Hubbard and
Cobourn (1998). We had to simplify the scope of the
analysis (in the absence of detailed information about
upper air measurements) and consider R* only as a sea-
sonal average over the rest of the meteorological condi-
tions not being measured, so the above analysis can only
be regarded as a "rst approximation to declimatize
ground ozone concentrations.

Hence, a linear model of daily maximum ozone levels
against the diurnal rise of air temperature (¹

2
!¹

1
) up

to the time when ozone is highest should produce sea-
sonal estimates of ozone production rate that are more
insensitive to weather #uctuations and so a trend in
seasonal ozone production can be estimated. In practice,
the value of ¹

2
is quite close to the highest air temper-

ature recorded the same day, so henceforth we shall
adopt this approximation.

Other studies agree with the basic model structure
given by Eq. (8). Ryan (1995) has found that temperature
explains most of the variance in ground ozone levels in
the Baltimore metropolitan area, and that lower morning
temperatures were also negatively correlated with high
ozone impacts; the same "ndings were reported by Hub-
bard and Cobourn (1998) for the Louisville, Kentucky

metropolitan area. Comrie (1997) performed statistical
analyses of data from several cities in the USA and he
found that daily maximum temperature and daily total
sunshine were signi"cant predictands for ozone maxima
in all cases; daily total sunshine is a surrogate for UV
#ux, and it should be strongly correlated with (¹

2
!¹

1
)

in Eq. (8).
In order to apply Eq. (8) at a given set of data, we have

to take into account the weekly cycle of ozone precursor
emissions, so weekends must be di!erentiated from
workdays. We also have information on the occurrence
of rainy days, which are rather infrequent during the
ozone season at Santiago, and we have to consider them
as well. As we will show in Section 3, intervention analy-
sis provides a framework to include those e!ects within
the model equation.

For the case of PM
10

and PM
2.5

, it is more di$cult to
establish a model, because of a lack of measurements of
critical variables such as mixing height and lapse rate,
that trigger winter air pollution episodes at Santiago
(Rutllant and Garreaud, 1995). In addition, no reliable
emission inventory database is available yet, so we had to
rely only upon ambient air concentration data.

In summary, the speci"c objectives of the paper are to
use the intervention analysis methodology to detect
trends in

(i) The univariate, daily ambient air concentrations of
PM

10
and PM

2.5.
(ii) The monthly averages of daily ozone maxima, and
(iii) The seasonal average ozone production rates, as

derived from the simpli"ed model (8).

2. Database: Santiago, Chile

A mixture of topography, climate, and economic
growth (see Table 1) have turned Santiago, Chile
(33327@S, 70342@W) into one of the most heavily polluted
cities in South America. Since 1989, local authorities
have enacted several policies oriented at curbing winter
PM

10
and PM

2.5
episodes at the city. Most of these

policies have been oriented to the regulation of station-
ary and mobile sources. A brief description of the policies
is given in Table 2. Santiago (population, 5.8 million
inhabitants) is located on a gentle slope in a geographi-
cally con"ned basin and at its latitude the radiative
transfer controls vertical mixing of the air with frequent
low thermal inversions caused by subsidence. The cli-
mate is semiarid with an average annual rainfall of
around 320mm (Rutllant and Garreaud, 1995), although
there is considerable inter-annual variability associated
with El Nin8 o and La Nin8 a phenomena. Precipitation
occurs mostly during fall and winter seasons (April till
September), whereas the ozone season (October till
March) is rather dry.
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Table 1
Economic and demographic indices

Item 1980 1990 1997 % change 1980}1990 % change 1990}1997

Population 4,313,510 5,132,106 5,831,300 19 14
Work force 1,445,095 1,845,675 2,351,253 28 27
No households 825,710 1,048,615 1,320,607 27 26
Private cars 312,610 373,176 735,572 19 97
Buses 9500 13,000 9000 37 !31
Taxis 16,500 21,425 53,851 30 151

Table 2
Policies aimed at improving air quality indices

Policy Description Beginning of implementation

(A) Permanent measures
Tra$c bans Cars are banned on workdays according to

their license plates' last digit 2 di!erent digits
each day).

1987

Mandatory vehicle inspections Cars, trucks and buses are tested for CO, PM
and HC emissions

1989

Introduction of catalytic cars New cars must be equipped with catalytic
converters, and they are not subject to tra$c
bans whatsoever.

September 1993

Emission standards for stationary sources Industrial stationary sources: 112 (mgm~3) January 1993
Nonindustrial stationary sources: 56 (mgm~3) January 1997
Large industrial, stationary sources: 56 (mg m~3) January 1995
Residential, heating boilers: 56 (mgm~3) January 1997

Domestic wood stoves Open burning wood stoves, without PM
abatement equipment, are not allowed during
the whole year.

June 1993

Emission trade for stationary sources Any source that started operation in 1992 must
compensate 100% of its PM

10
emissions by

31 December 1996.
(B) Short-term, PM10 curbing measures
Phase I contingency measures Whenever PM

10
levels reach 240 (lgm~3), the

stationary sources that accumulate 30% of the
total emissions are shut down for 24h. Tra$c
bans are extended to 40% of the old car #eet
(without catalytic converters).

1995

Phase II contingency measures Whenever PM
10

levels reach 330 (lgm~3), the
stationary sources that accumulate 50% of the
total emissions are shut down for 24h. Tra$c
bans are extended to 80% of the old car #eet
(without catalytic converters).

1995

The air quality network in use in Santiago (known as
MACAM, its Spanish acronym) consists of four monitor
sites surrounding the Downtown area, and a "fth located
in the Eastern part of town (see Fig. 1). At each monitor
station hourly averages of gaseous pollutants and 24 h
sampling of PM

10
and PM

2.5
have been recorded on

a regular basis since 1988. In addition, a meteorological
station (E, on the West Side of downtown) records

surface meteorological data (air temperature, net and
global radiation, precipitation and 3D components of
wind).

3. Methodology of analysis

We choose intervention analysis for the data analyses
because (i) the dynamic nature of data is explicitly
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Fig. 1. Map of Santiago, Chile, showing the MACAM air qual-
ity monitoring network.

recognized; (ii) the potential impacts are included within
the model; and (iii) the presence of outliers is explicitly
acknowledged in the model identi"cation process.
A description of the technique is given below.

First of all, let us assume that M>
t
N is our set of air

pollution data, and we want to distinguish the true noise
in the data (MZ

t
N) from the di!erent outliers that might

also be present within M>
t
N. The "nal objective is to

identify a model both for the purely random component
MZ

t
N and for the outliers. Since MZ

t
N is a purely random

component, it can be represented by some ARMA model
structure, perhaps after di!erencing the original series to
achieve stationary properties (Chat"eld, 1996). Follow-
ing Box and Tiao (1975), the four types of outliers are
described below.

Additive outliers (AO). An additive outlier is an event
that a!ects a series for one time period only. One
example of AO is a recording error, so sometimes the AO
are called gross errors. If one of these outliers occurs at
time t"¹, the series can be represented by the model

>
t
"Z

t
#u

A
P
t
(¹), (9)

where P
t
(¹) is an indicator function (that is, assumes

the value 1 when t"T and is 0 otherwise). The value
u

A
stands for the amount of deviation from the true

value of Z
t
.

Innovational outlier (IO). Unlike an additive outlier, an
innovational outlier is an event whose e!ect is
propagated according to the noise process model. In this

manner an IO a!ects all values observed after its occur-
rence. In practice, an IO often represents the onset of an
external cause (Tsay, 1988). In time-series notation, the
model reads

>
t
"

h(B)

/(B)
(a

t
#u

I
P
t
(¹)), (10)

where h(B) and /(B) are the polynomial representation of
an ARMA process to model MZ

t
N (Box and Jenkins, 1970)

B is the backward shift operator de"ned by B>
t
">

t~1
and a

5
is a white noise sequence. Whereas an AO at t"¹

only a!ects >
T
, an IO a!ects all the values of >

t
for

t*¹, according to the t-weights of the above ARMA
process, de"ned by the identity t(B)/(B)"h(B).

Level shift (LS). A level shift (LS) is an event that a!ects
a series at a given time, and whose e!ect becomes perma-
nent. A level shift could re#ect the change of a process
mechanism, a change in a recording device or in
a measurement instrument or a change in the de"nition
of the variable itself. The model may be represented by

>
t
"Z

t
#u

L
S
t
(¹), (11)

where S
t

(¹) is a step function (i.e. assumes the value
0 before t"¹ and has the value 1 thereafter). Whenever
a level shift is present it a!ects M>

t
N permanently for

t'¹.
Temporary change (TC). It is useful to consider an event

that has some initial impact on a series and the impact
eventually disappears. A temporary (or transient) change
(TC) is an event having an initial impact and whose e!ect
decays exponentially according to some dampening fac-
tor, say d. We can represent the observed series as

>
t
"Z

t
#

1

1!dB
u

C
P
t
(¹), 0(d(1. (12)

Eqs. (9) and (11) are the limiting cases of Eq. (12). In
Eq. (9) the dampening factor d is 0, while in Eq. (11) this
factor is 1.

Now we can set the goal of the intervention analysis: to
identify the ARMA parameters (h(B), /(B)) that model
the disturbance (noise) in the original data and, at the
same time, to detect and estimate all relevant outliers
occurring in the series M>

t
N and their magnitudes Mu

J
N.

This joint estimation method improves the time-series
modeling for outliers will be automatically removed
along the identi"cation process. Guerard (1989), Harvey
(1996) and Sarkar and Kartikeyan (1993) have described
applications of this methodology in detail. In the case of
our model for the declimatized ozone production rate,
e!ects such as weekend emission reductions or rainy days
can be incorporated as additional interventions whose
time of occurrence is known, so only their magnitudes
Mu

J
N need to be estimated.

An additional advantage of this approach is its ability
of handling missing values in the data. As pointed out by
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Table 3
Modeling of log(PM

2.5
) data

Station C p
C

t-value h
1

ph1 t-value h
12

phS t-value Outliers detected

B !0.0743 0.0065 !11.39 !0.2619 0.0892 !2.94 0.7301 0.0683 10.69 None
C !0.0531 0.0060 !8.92 !0.2963 0.0890 !3.33 0.7780 0.0651 11.96 None
D !0.0604 0.0067 !9.04 !0.3881 0.0923 !4.21 0.9386 0.0587 15.99 TC at 35, magnitude: !0.779
M !0.0737 0.0088 !8.40 !0.3535 0.0903 !3.91 0.8332 0.0629 13.25 TC at 110, magnitude: 0.635

Fig. 2. Monthly averages of PM
2.5

(lg m~3) at Santiago, Chile,
from 1989 till 1998.

Bruce and Martin (1989), the additive outlier (AO) frame-
work can be used to estimate the missing observations in
the ARMA context. Since outliers have signi"cant e!ects
in the model parameters, an iterative scheme has to be
set. The steps of the algorithm are: (1) outlier detection;
(2) outlier adjustment; and (3) parameter estimation, and
they are iterated until no further outliers are detected; for
additional technical details, see Liu and Chen (1991).

All computations were done using the software pack-
age SCA (Liu et al., 1992), which features automatic
modeling of seasonal data, joint estimation of parameters
and outliers in a model (with automatic missing observa-
tion adjustment) and the linear transfer function method.
The software uses as threshold criteria the t-value (ratio
of parameter estimate and its standard error) greater
than 3.0 to classify an observation as being part of an
outlier. The speci"c software version is SCA for Win-
dows, Release 5.2 Professional, running on a Pentium II
processor.

4. Results

4.1. Results for PM2.5

Fig. 2 shows the monthly averages of PM
2.5

from 1989
to 1998; all the data show a strong seasonality as ex-
pected, and a clear downward trend can be seen at all
monitoring stations. In addition, a log transformation of
data is a good variance stabilization transformation. The
PC-EXPERT module of the SCA software was used to
analyze the seasonal data and to obtain sensible para-
meterizations of the noise process; in all cases it turned
out that a MA(1)MA(12) process was adequate to model
the noise process. The PC-EXPERT system uses a "lter-
ing method to identify seasonal models, when traditional
methods (ACF and PACF) do not provide a clear-cut
model; for technical details, the reader is referred to the
paper by Liu (1986). The results of the seasonal modeling
in presence of outliers are shown in Table 3. All data sets
were "t to the following model:

(1!B12)log(PM
2.5

)
t
"C#(1!h

1
B)

](1!h
12

B12)a
t
#N(t), (13)

where B12 is the seasonal extension of the backward shift
operator (B12>

t
">

t~12
), C is the annual trend, a

t
is

a white noise process and N(t) is a disturbance term that
`storesa all possible outliers according to the four types
described by Eqs. (9)}(12). After the model identi"cation
step (where a joint outlier and parameter estimation is
carried out), ACF and PACF plots for the residuals of the
"tting showed no structure at all, thus validating the
model given in Eq. (13). According to Table 3, all para-
meters are signi"cant. Transforming the results for the
C parameter back to the original scale (using the log
distribution formula) shows that PM

2.5
levels have evol-

ved annually from !5% at station C to !7% at
station B. However, annual averages of PM

2.5
are still

high, reaching about 40 lg m~3 at all stations, above the
standards or guidelines proposed in the USA and Cana-
da (between 15 and 20lgm~3). In order to get better air
quality levels at Santiago, the current progress in emis-
sion reductions ought to be continued, or additional
abatement initiatives should be implemented.

To understand the output of the joint parameter and
outlier estimation process, an outlier plot of the data of
PM

2.5
at station D is given in Fig. 3. The continuous line

stands for the observed data; the circles represent the
adjusted series, that is, a series that follows the model of
Eq. (9), but does not have any outlier, and a diamond
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Fig. 3. An outlier plot of the dynamic modeling of PM
2.5

data
at station D.

Fig. 4. Monthly averages of PM
10

(lg m~3) at Santiago, Chile,
from 1989 till 1998.

Table 4
Modeling of log(PM

10
) data

Station C p
C

t-value h
1

ph1 t-value h
12

phS t-value Outliers detected

B !0.0342 0.0059 !5.77 !0.2945 0.0875 !3.36 0.7467 0.0653 11.43 None
C !0.0222 0.0068 !3.26 !0.3537 0.0846 !4.18 0.7420 0.0606 12.24 None
D !0.0216 0.0069 !3.14 !0.3747 0.0911 !4.11 0.8341 0.0617 13.51 TC at 35, magnitude: !0.727;

TC at 54, magnitude: 0.408
M !0.0151 0.0089 !1.70 !0.4713 0.0805 !5.85 0.6954 0.0640 10.86 None

signals the beginning of a temporary change (TC) starting
on November 1991 and that lasted about "ve months.
This TC was characterized by unusually low levels at
station D, likely a local e!ect because it was not present
at the other stations (see Table 3 and Figs. 2 and 3). The
detection of this TC is relevant, because in a simple linear
regression of monthly data against time, those low levels
would bias the trend estimate for PM

2.5
, a well-known

result in ordinary least-squares regression. By removing
outliers, the trend estimates are based upon the adjusted
series and are thus more reliable.

4.2. Results for PM10

Fig. 4 displays time-series plots of PM
10

measure-
ments; although a trend is not so clearly appreciated
from the "gure, all the data sets indeed "t the model
described by Eq. (13), and Table 4 gives the resulting
parameter estimates. Data for all stations show a de-
creasing trend in PM

10
impacts, ranging from !1.5%

per annum at station M to !3.3% per annum at station
B. Station D possess two signi"cant outliers, one occur-
ring at the same time, the one displayed on its PM

2.5

data, with unusually low levels measured for the
1991}1992 summer and the other (also of TC type) char-
acterized by high PM

10
levels in winter 1993 (see Fig. 5).

The trend estimate for station M lies outside the range
considered being signi"cant at the 95% level, but since
there is strong correlation among PM

10
measurements

at the di!erent stations in the network, the !1.5%
annual decrease is judged to be relevant anyway. The
annual averages of PM

10
ranged between 76 (lg m~3) at

station M to 93 (lg m~3) at station D in 1998. Again, this
result shows that additional PM

10
abatement policies

need to be implemented.
It is also clear that coarse particles do not show

a downward trend, but rather an increase in the last 10
years. This is due to their emission sources being related
to transportation (resuspended street dust, tire and brake
wear, etc.) which has steadily increased in the last years;
we also have to bear in mind that the city is surrounded
by a semi-arid valley with signi"cant sources of wind
erosion.

4.3. Results for ozone: monthly average evolution

Fig. 6 shows a plot of the monthly averages of the daily
maximum ozone impacts recorded at the di!erent moni-
tors of the MACAM network. It can be seen that the
highest impacts are recorded at the eastern site, that is,
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Fig. 5. An outlier plot of the dynamic modeling of PM
10

data at
station D.

Fig. 6. Monthly averages of daily maximum ground ozone (ppb)
at Santiago, Chile, from 1989 till 1998.

Table 5
Modeling of the log(ozone) data

Classical linear regression Intervention analysis

Station C p
C

t-value C p
C

t-value Outliers detected

A !0.0157 0,0157 !0.10 0.0100 0.0868 0.01 Two AO (at t"18 and 41),
one TC at t"93

B !0.0362 0.0130 !2.78 !0.0516 0.0080 !6.41 Two TC (at t"42 and 90),
one AO at t"102,
one LS at t"113,
magnitude: 0.308

C !0.0498 0.0118 !4.21 !0.0554 0.0205 !2.70 One AO at t"32
D 0.0173 0.0158 1.09 !0.0052 0.0307 !0.17 One AO at t"45, one IO at

t"57
M !0.0338 0.0105 !3.22 !0.0268 0.0121 !2.21 One AO at t"68

downwind of most morning precursor emissions. The site
showing the lowest impacts is station B, located between
two major tra$c lines, so ozone scavenging by fresh NO
emissions dominates these lowest measurements. The
other stations (A, C and D) display ozone impacts that lie
between those two limits. Nevertheless, at stations A,
C and D episodic days happen almost every ozone sea-
son, although with maxima lower than those recorded at
station M.

Table 5 summarizes the results of the ARMA modeling
of the monthly ozone data. Trend estimates obtained by
a classical linear regression of the log-transformed series
were compared with the estimates obtained by means of
intervention analysis applied to Eq. (13), and using
SCA's PC-EXPERT module to model the noise
process. Although the estimated trends are similar,
the residuals of the classical linear regression show a
clear autocorrelation pattern; thus the variance estimates
are underestimated and the t-values overestimated
(compare standard errors and t-values in Table 5).
This e!ect is caused because the autocorrelated data
possess less information, and so the actual variance esti-
mate ought to be corrected to include autocorrelation
(Wilks, 1995). Therefore, the results obtained using
ARMA modeling and intervention analysis are more
reliable. In summary, we can conclude that stations
A and D do not show any trend at all, whereas stations B,
C and M display a clear downward trend for the period
1989}1998.

The estimated outliers for the monthly data show no
simultaneous behavior across the monitoring sites, so
they are ascribed to spatial shifts in patterns of precursor
emissions. In terms of the original variable, the results
show that there has been a decrease in ozone levels since
1988, but the rate of change has decreased in the last
years, and this decrease has not been uniform, with
stations A and D showing no trend at all.
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Table 6
Data sets for "tting Eq. (14)

Set Period No. days O
3

missing *T missing Weekend days Rainy days

1 1/1/92}24/4/92 99 5 2 28 5
2 24/9/92}30/4/93 219 4 68 13
3 18/11/93}30/5/94 194 12 6 57 13
4 1/9/94}30/4/95 242 11 1 72 16
5 1/9/95}30/4/96 243 77 17
6 1/9/96}31/12/96 122 39 9

4.4. Results for the declimatized ozone production rate

The daily maximum ozone records at station M were
used as input for Eq. (8). The air temperatures (maxima
and minima) were extracted from the hourly records at
the meteorological station E. From both data sets six
subsets corresponding to the ozone seasons from 1992 till
1996 were selected for time-series analysis. Some allow-
ance of missing observations was accepted because the
method is capable of handling missing observations.
Table 6 shows the number of days, missing data, weekend
and rainy days in each data subset. The following known
interventions were added into Eq. (8):

The weekend emission reduction was modeled as being
a binary signal de"ned by

I
1
(t)"G

0 if t is a working day,

1 if t is a weekend.

The rainy day signal was modeled also as a binary signal
de"ned by

I
2
(t)"G

0 if no rainfall was recorded on day t,

1 if some rainfall was recorded on day t.

In time-series notation, the "nal model to be identi"ed is
given by

O.!9
3

(t)"A#R *¹(t)#
N
+
i/0

u
1i

BiI
1
(t)

#

u
P

(1!d
P
B)

I
2
(t)#N(t), (14)

where A is a constant term that stands for ozone minima
values; R is the seasonal average estimate of the reduced
ozone production rate; *¹ is the diurnal rise of air
temperature (¹

2
!¹

1
); the "nite series of powers in B is

a polynomial approximation to the transfer function
associated with the input intervention signal I

1
(t); the

transfer function associated to the input signal I
2
(t) was

modeled as an exponentially damped response; "nally,
N(t) is an underlying noise that is modeled as an ARMA
process and that also includes the outliers identi"ed in
each data set. The model identi"cation process is known

as the linear transfer function (LTF) method, and speci"c
details are given in Liu and Hanssens (1982), Liu and
Hudak (1985) and Pankratz (1991). The "rst check on the
relationship between ozone and *¹ was done using the
cross correlation formalism (Liu et al., 1992); this method
showed that the relationship was indeed contempor-
aneous: ozone is related to *¹ measured on the same day
and no signi"cant coe$cients were obtained for other
lags of *¹.

Table 7 displays the results obtained for the interven-
tion analysis based on Eq. (14). The constant term A is
either small (of the order of 15 ppb) or it does not appear
in the equation, according to the model prediction for its
value (it comes from the minimum ozone ground level
recorded on the same day). The structures obtained for
the disturbance term N(t) indicate that no di!erencing of
input data was needed (values of the AR parameter are
signi"cantly di!erent from 1.0) and so the relationship
given by Eq. (14) was a stationary one. Furthermore, the
ACF and PACF plots of the model residuals show no
structure, hence the model structure has been properly
identi"ed, and thus inferences from the "tted results are
valid (Milionis and Davies, 1994). The most important
parameter is the declimatized, seasonal average ozone
production rate. This parameter shows a steady decrease
from summer 1992 to fall 1995, but then it shows no clear
trend. It can be concluded that photochemical pollution
has not improved since 1996, which is consistent with the
plot of Fig. 6, the discussion is given in Section 4.3 and
the results of a simpler statistic analysis presented else-
where (Jorquera et al., 1998b).

One issue that remains is how this ozone trend is
related to pattern changes in precursor emissions. For
instance, the NO concentrations have been showing
a steady decrease since 1992, because of the policies
detailed in Table 2. However, the composition of volatile
organic compounds has not been systematically mea-
sured at Santiago, and this composition must have
undergone signi"cant changes since the early 1990s be-
cause of the introduction of unleaded gasoline in 1993. In
the absence of further information, it is not possible to
quantify how much of the ozone trend is related to each
precursor emission pattern.
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Another information about the dynamics of photo-
chemical smog can be obtained from the weights Mu

1i
N

associated with the weekend intervention. It can be seen
in Table 7 that weekend emission reductions always
cause a decrease in ozone levels, except in data subset 6,
where no signi"cant e!ect was detected. Most ozone
reductions show up with a delay of one day, with some
exceptions in the data subsets 2 and 4, that display
a contemporaneous response and a two-day delay, re-
spectively. These results are consistent with the statistical
studies on weekend } workday di!erences in ground
ozone levels reported since the 1970s (Cleveland et al.,
1974; Lebron, 1975; Levitt and Chock, 1976, Cleveland
and McRae, 1978; Chaum et al., 1978; Karl, 1978; Pryor
and Steyn, 1995). The values of the reduction in ozone
levels also show a trend, varying from !22 ppb in 1992
to !13 ppb in 1995 and no decrease in 1996, which may
be attributed to a shift in magnitude and spatial distribu-
tion of precursor emissions in the city, linked to the
demographic indices given in Table 2.

The response associated with the rainy day interven-
tions gives additional insight into the mechanisms of
ozone wet deposition and urban airshed washout caused
by intrusion of cold weather fronts and the related
passage of stronger winds. For the three data sets that
showed signi"cant e!ects caused by rainy days, the poly-
nomial approximations to the linear transfer function
exhibited coe$cients with a slow decay, suggesting a ra-
tional approximation to the transfer function model,
similar to a TC outlier model. This structure was the one
chosen in Eq. (14), and the modeling results are discussed
below.

The u
P

parameter is always negative, indicating a de-
crease in ambient ozone levels due to wet scavenging.
The magnitude has been decreasing from 1992 to 1995,
that is, a behavior similar to the case of the weekend
emission intervention. The d

P
parameter is always posit-

ive, indicating a monotonic decrease to zero of the re-
sponse function after the rain moves away from the city.
From the values of Table 7 it turns out that it takes about
three days for the impact to fade away, and this is an
estimate of the time of reload of precursors into the urban
airshed.

Finally, examination of the outliers detected in the
model identi"cation process shows that most of them are
short-term events: AO that a!ect the daily maximum
ozone at just one day, TC that decay quickly (in a couple
of days) and IO that are propagated with the ARMA
structure of N(t) (decay in one or two days); all of these
can be ascribed to synoptic scale motions, lasting two to
three days in average. Regarding long-term trends, the
method identi"ed only one-level shift in ground ozone
levels: one starting in 5 March 1994, with a permanent
decrease of 14.4 ppb. This estimate is highly signi"cant,
with a t-value of !7.50 (recall that the software uses as
threshold criteria the t-value of 3.0 to classify an observa-

tion as being part of an outlier). It seems that this perma-
nent change in ground ozone levels may be ascribed to
a shift in the magnitude and spatial distribution of emis-
sions in the city. In fact, since the early 1990s many
industries have been moved from the south and west part
of the city to the northern side. Transportation sources,
though, have been steadily increasing their emissions in
the last years, so the net trend is harder to assess, because
reliable emission inventory databases are yet to be
developed.

5. Conclusions

The results of the analyses for PM
10

and PM
2.5

are
that policies presented in Table 2 did improve fall and
winter air quality levels at Santiago for the period
1989}1998. This improvement was steady, and was essen-
tially achieved by tighter emission standards for station-
ary and mobile sources, periodic enforcement of the
standards and partial shut down of those sources during
episodic days. In order to achieve air quality goals sim-
ilar to those set at other countries worldwide, the current
trends must be maintained or even increased. For in-
stance, according to data in Table 2, there are too many
taxis on the streets, so a regulation of this part of the #eet
seems sensible.

In the case of the ground ozone levels, intervention
analysis was applied to the univariate time series of
monthly averages and to a linear stochastic model de-
rived from basic principles (see Eq. (14)). In both cases
there was an initial decrease in ground levels, but the
trend seems to have stopped during the 1996}1998
period; further studies (like VOC ambient monitoring
campaigns and updated emission inventories) are re-
quired to project future trends of photochemical
oxidants.

In summary, unless additional initiatives are enacted,
there is a long way to go until air quality levels at
Santiago reach levels deemed as satisfactory by interna-
tional standards. There have been additional measures
that started in the last two years, namely introduction of
compressed natural gas, cleaning up of dust street, paving
roads, and tree seeding along the valley. Since these
measures are more recent, they are not expected to show
results until a few years ahead, with a new assessment of
air pollution abatement strategies scheduled for 2005.
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